Technical Volume 3 9 t h

Indian Engineering
Congress

December 20-22, 2024

Venue:
Novotel Kolkata Hotel & Residences

Theme

Irresistible India.

a Global Engineering Powerhouse

@The Justitution of Bugineers (India)
8 Gokhale Road, Kolkata

Hosted by
West Bengal State Centre






TECHNICAL VOLUME
39th Indian Engineering Congress

20-22 December 2024, Kolkata

theme
Irresistible India:
A Global Engineering Powerhouse

8 Gokhale Road, Kolkata 700020







Technical Volume
39th Indian Engineering Congress, Kolkata

Irresistible India: A Global Engineering Powerhouse

President, IEI
Dr G Ranganath

President-Elect, IEI
Er V B Singh

Secretary & Director General, IEI
Maj Gen (Dr) MJS Syali, VSM (Retd)

ORGANISING COMMITTEE

Chairman
Mr Sandip Kumar Deb
Members of the Council, IEI

Co-Chairmen
Prof (Dr) Sadhan Chandra Ray
Member of the Council, IE]
Prof (Dr) Netai Chandra Dey
Member of the Council, IE]
Mr Prabir Kumar Mukhopadhyay

Organising Secretary
Prof (Dr) Raju Basak
Chairman, WBSC, IEI

Convenor
Mr Anirban Datta
Honorary Secretary, WBSC, IEI

TECHNICAL COMMITTEE

Chairman
Padmasree Prof. (Dr.) Ajay Kumar Ray

Co-Chairman
Prof. (Dr.) Girish Mundada

Convener
Dr. Nilanjan Sengupta

Co-Convener
Er. Sudeep Chakraverty

Members
Prof. (Dr.) Arabinda Das
Prof. (Dr.) Debasish Chatterjee
Dr. Sankar Roy Moulik
Dr. Heleena Sengupta

PUBLICATION COMMITTEE

Chairman
Prof. (Dr.) Nil Ratan Bandyopadhyay

Convener
Prof. (Dr.) Sumit Chabri

Co-convener
Er. Tanmoy Chakraborty

Member
Dr. Subimal Roy Barman

PUBLISHED BY
The Secretary and Director General
The Institution of Engineers (India)
8 Gokhale Road, Kolkata 700 020

EDITORIAL TEAM
Er S Chakraverty, Dr K Sen, Er D Nath, Er A Deb,
Mr B Mukherjee, Mr P Barik, Ms P Nath, Ms T Kumar,
Mr S K Mishra, Mr S Bagchi and Ms H Roy




COPYRIGHT INFORMATION

For Authors

As soon as an article is accepted for publication, authors will be requested to assign
copyright of the article (or to grant exclusive publication and dissemination rights) to
the organizer. This will ensure the widest possible protection and dissemination of
information under Copyright Laws. More information about Copyright Regulations for
this Technical Volume is available at: www.ieindia.org

For Readers

While the advice and information in this Technical Volume is believed to be true and
accurate at the date of its publications, neither the authors, the editors nor the publisher
can accept any legal responsibility for any errors or omissions that may have been made.
The publisher/ organizer make no warranty, express or implied, with respect to the
material contained herein. All articles published in this Technical Volume are protected
by copyright, which covers the exclusive rights to reproduce and distribute the article
(e.g, as offprint), as well as all translation rights. No material published in this Technical
Volume may be reproduced photographically or stored on microfilm, in electronic data
bases, on video disks, etc, without first obtaining written permission from the organizer
(respective the copyright owner). The use of general description names, trade names,
trademarks, etc, in this publication, even if not specifically identified, does not imply
that these names are not pro ected by the relevant laws and regulations. For permission
for reuse our content please send request addressed to: The Deputy Director (Technical),
The Institution of Engineers (India), 8 Gokhale Road, Kolkata 700020 or e-mail:
technical@ieindia.org.

Copyright

As per By-Law 115, Copyright of each paper published in the Institution-Journals or
Proceedings in full or in abstract at its Centres shall lie with the Institution.

© The Institution of Engineers (India) 2024

The Institution of Engineers (India) has exclusive rights and license to publish and
distribute the print as well as online edition of proceeding worldwide. The views
expressed in this publication do not necessarily reflect those of the Institution. All rights
reserved. No part of this publication may be reproduced, stored in a retrieval system or
transmitted in any form or by any means, without prior written permission of The
Institution of Engineers (India).



THEMES

Biomedical Science & Technology 1-190
Al /ML in Biomedical Research & Technology

Biomaterials, Tissue Engineering, and Regenerative Medicine

Biomedical Imaging-Sensing and Instrumentation

Genomics, Bioinformatics, and Synthetic Biology
Interdisciplinary Biomedical Research

Microbiology, Virology, and Evidence-based Medicine
'] Neural and Rehabilitation Engineering/Technology

Chemicals & Hydrocarbons 191-276

1 Gas Processing

'l Hydrogen Economy and Circular Economy
71 Net Zero, Sustainability

71 Polymer and Nano Materials

J

(N I O A O

Speciality Chemicals
1 Waste Management & Pollution Abatement

Environment & Sustainability 277-450
"1 Air Pollution and Control

Climate Change — Mitigation and Adaptation

Environmental Pollution and Management

Natural Disaster Mitigation

River Rejuvenation

Sustainable Development and Smart Cities

Sustainable Industrial Processing and Green Technologies

'] Waste Management and Circular Economy

Information & Communication Technology 451-726
1 5G/6G Communication

Computer Architecture

Cyber Security

Digital Transformation (AI/ML, Bigdata, IoT, IIoT, Analytics, Cloud Computing, Digital

Twin, Robotics, Industry 4.0/5.0)

Microwave, Millimeter Wave and THz Communication

Optical Fiber Communication

N Y O B I

OO

(I I

Quantum Computing — Quantum Sensing, Quantum Security, Quantum Communication
1 VLSI
Infrastructure 727-948
"1 Application of AI & ML and Computational Techniques for Infrastructural Systems
'] Disaster Resilient Infrastructural Systems
'] Health Monitoring and Retrofitting of Infrastructural Systems
'] Planning and Design of Infrastructural Systems
'] Safety and Reliability of Infrastructural Systems



N
N
N

Special Infrastructural System and New Technologies
Sustainable Material for Infrastructural Systems
Transportation Infrastructure

Metals & Minerals

[

(0 O O I B R O

0

Automation in Mining Operation

High Performance Structural Materials for Mobility Applications
Integrated Computational Materials Engineering (ICME)
Materials for Energy, Sensors and other Electronics Applications
Mineral Beneficiation and Waste Management

Multifunctional Materials

Sustainability in Mining

Power & Energy

[

N Y Y A O I O

Advanced Fossil-Fuel Technologies

Applications of Al and ICT

Condition Monitoring and Retrofitting

Distributed Generation, Micro-Grid and Smart Grid
Electrical Machines and Drives

Energy Policy, Economics and Sustainability
Energy Storage Technologies

Frontier Technologies in Mobility

Power System Stability, Reliability and Flexibility
Renewable Energy Technologies

Smart Energy Utilization Technologies

949-1034

1035-1350



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

CONTENT

BTN TS T KX 1 T (Fe4y: AL /ML in Biomedical Research & Technology

81 IEC64426

206 _IEC44754

221 _IEC56641
251 _IEC22776
292 IEC18634

303_IEC7939

304_IEC88727

337_IEC5959

338 IEC12385

340 TEC12280

341 IEC50769

360_IEC71472

FelAug, WaterAug: Superpixel-Based Medical Image Augmentation Methods for

Improving Accuracy and Reducing False Predictions in Dermatological Image Classifications

Subhendu Sinha Chaudhuri, Bhaskar Mazumder, Sheli Sinha Chaudhuri & Sudip Das
Prediction of Post Operative Complications from Pre and Peri Operative Statistics using
Artificial Neural Network

Shobhit Das & Riya Manna

Machine Learning-Driven Scaffold Design: Advancing Tissue Engineering with Stem Cells

Lilly Sheeba S, Aalia Syed, Aparnaa S & Pooja Da

Lung Cancer Detection using Deep Learning

Imama Ajmi & Abhishek Das

Revolutionizing Healthcare: Unleashing AI and ML for Next-Gen Disease Detection
Haimanti Chakraborty & Keya De Mukhopadhyay

Medical Applications of Graph Convolutional Networks using Electronic Health
Records: A Survey

Garrik A Hoyt & Noyonica Chatterjee

Investigation of Time-Frequency Features for the Detection of Epileptic Seizures
through Machine Learning Approaches

Gowtham Reddy N, Debashree Guha & Manjunatha Mahadevappa

Mind Controlled Bionic Arm with Sense of Touch

Dhruva Shaw, Arittrabha Sengupta, Bhavya Choudhary, Jay Baswaraj Khaple & G Raam Dheep

Silent Speech Recognition using Cascaded Classifier with sSEMG Measurements from
Facial Muscles

Gobinath Kaliyaperumal, Sarva Kiruthika, Karthick P A & Ramakrishnan S

Structural Connectivity Analysis in ASD: A DTI-based Machine Learning Classification
Ravi Ratnaik, Anshita Singh & Jac Fredo Agastinose Ronickom

Identification of Optimal Features for EEG-based Authentication in Response to
Emotional State

Chetan Rakshe, Christy Bobby Thomas, Mohanavelu Kalathe, Sreeraj V S, Venkat
Subramaniam, Deepesh Kumar & Jac Fredo Agastinose Ronickom

Revolutionizing Cancer Drug Development with Artificial Intelligence: Navigating
Patent and Licensing Challenges

Keya De Mukhopadhyay, Abhisikta Basu & Ankita Roy

)T T T TR W LT GFy: Biomaterials, Tissue Engineering, and Regenerative Medicine

42 1EC32451

147 IEC29315

311 _IEC95743

358 IEC24648

Study on Structure and Properties of Bioactive Bioceramic Biomaterial Obtained from
Marine Shell Species Magallana Cuttackensis

Subhasis Nath, Rajib Gupta, Sampurna Mukherjee, Debdut Roy, Adnan Hossain,

Soumya Mukherjee, Sourav Debnath, Sujan Krishna Samanta & Akshay Kumar Pramanick
Wound Healing with the Controlled Degradation of Biomaterial

Joanna Rai, Khemraj Deshmukh & Arindam Bit

Degradable Microcarriers and their Role in Stem Cell Expansion and Hard Tissue
Organoid Development

Pratik Talukder, Titiksha Singh & Titli Debnath

Electrophoretic Deposition of Alumina- Zirconia - CNT Composite Coating for Improved

Tribological and Corrosion Properties of Magnesium Alloys
Renu Kumari, Sumit Kumar, Alok Kumar Das, Anand Mohan Murmu & Kumari Kanchan

25

28

34

43

50

54

58

69

74



b =

: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

I G ICETINTO T T K9 Vi T ¥y Biomedical Imaging-Sensing and Instrumentation

18_IEC82925
173_IEC50993
177_IEC5681

209 TEC3920

229 IEC34826

322 1EC2424
346_IEC99079

347_1EC85073

87 _IEC2144

376

Cancer Detection by Integrated Optic Devices: A Digital Signal Processing Approach
Sabita Brata Dey

Graphene FET Biochips on PCB for Exosome based Early Screening of Cancerous Cells
Piyali Mukherjee, Shalini Dasgupta, Ananya Barui & Chirasree RoyChaudhuri

A Comprehensive Review of Sensors in Medical Application

Santosh Jotiram Jagatap, Ashok Jetawat, Jayshree Jetawat & Saurabh Mehta

Microwave Imaging: Using Gradient Method and Biconjugate Gradient Methods

for Breast Cancer Detection

Moutusi Mondal & Manka Agarwal

An IoT-based Smart Health Monitoring Wheelchair System for Physically
Challenged People

Souptik Roy, Shreya Nag & Sudipta Ghosh

Container Filling System for Radioactive Materials

Indranil Nandi, Chadi Baida, Dominic Siewko & Dinesh Kumar Sarwal

Leveraging Force-Sensing Technology for Personalized LBP Care: A Scoping Review
Jayanta Chakraborty & Sugato Ghosh

The use of Thermal Test, Electric Pulp Test and use of Modified Pulse Oximeter for
Assessment of Pulpal Status of Permanenet Mature Teeth

Paromita Mazumdar, Sugato Ghosh, Sagnik Bhattacharya & Anirban Pandit

) T T TS T TR W LT GiF: Genomics, Bioinformatics, and Synthetic Biology

Phase Response Synchronization using Fractional Kuramoto and Repressilator Models
Anurag Kumar Dwivedi, Chandramouli Bhattacharya, Abhilash Patel & Bishakh Bhattacharya
Farming the Future: Revolutionizing Agriculture with Gene Editing to

Tackle Food Insecurity

Keya De Mukhopadhyay

)T T T TS TR N LT ey Interdisciplinary Biomedical Research

160_IEC59332

239 IEC96327

305 TEC44147

317_IEC70450

326 IEC32863

Potential Mechanisms of Selected Intracellular Metabolites on HEWL Aggregation:
Insights from Endpoint Assays, Aggregation Kinetics and Computational Studies
Debanjan Kundu & Vikash Kumar Dubey

Facial EMG based Approach for Investigating the Activation of Zygomaticus Major
during the Articulation of Malayalam Phonemes

Alfiya Parveen P C, Remya R Nair & Venugopal G

Bidirectional Gated Recurrent Unit based Recurrent Neural Network for the Real-Time
Prediction of Epileptic Seizure Stroke

Amol Satsangi, Anant Singhal, Gufran Ahmad & Mustafa Sameer

A Numerical Investigation of Thermal Transport for Magnetic Fluid Hyperthermia in
Breast Tissue with Lobular Carcinoma

Pratik Roy, Nirmalendu Biswas & Ranjan Ganguly

Interaction Dynamics of Pristine and Pt-decorated ZnO Nanosheet during Cytosine
Adsorption: A Robust Electro-Chemical Analysis of Biosensor

Indranil Maity, Subhradeep Hazra & Snehadri Bhaumik

I0) T T TS T TR N LT . Microbiology, Virology, and Evidence-based Medicine

202 TEC34121

Evaluation of Lactic Acid Bacteria from Chilli and Capsicum Stalks (Calyx) as a
Starter Culture for Curd (Dahi) Preparation
Dristi Majumdar, Perumalla Pavan Kumar, Tathagata Choudhuri & Soumya Sasmal

II

81

86

91

93

98

103

107

112

117

120

125

130

135

150

155

163



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

315 _IEC95247 Wastewater Testing for Surveillance of Covid-19 Outbreaks at a Ward Level:
Emerging Insights from Bangalore City in India
Paramita Basu, Varsha Shridhar, Poorva Huilgol, Ramakrishna Prasad, Noyonica
Chatterjee, Angela Chaudhuri

356 TEC9568  Analysis of Viral Proteins from Common Viruses of West Bengal using
Bioinformatics Tools
Sonali Paul, Camellia Mazumder, Ujaan Chatterjee, Souvik Hazra, Aratrika Ghosh &
Susmita Mukherjee

365 IEC93161 Natural Synergy: Neem and Honey as a Biocompatible Oral Irrigant for
Enhanced Dental Care
Sampreeti Chatterjee, Rohan Murmu, Anubrata Bit & Keya De Mukhopadhyay

)T TR T TS TR Wd LTI GFy: Neural and Rehabilitation Engineering/Technology

179 1EC54384 Need for Wearables in Generating EHRSs for Physical Rehabilitation Sector,
Pheezee® — A Case Study
Harshavardni K P, Mythreyi Kondapi, Vijay Bathina & Suresh Susurla

302 IEC81438 Determining the Efficacy of using EEG Signals in Post-Stroke Rehabilitation
Engineering Applications through a Pilot Study
Eashita Chowdhury, Manjunatha Mahadevappa & Cheruvu Siva Kumar

Chemicals & HydrocarbonsHEEN 3 TiIld3N1 Ty

236 _IEC44090 Achieving Flowability for Enhancing Crude Oil Recovery using PIPESIM Software
Progyan Hazarika & Dhrubajyoti Neog

(@13 VT ERea s ATV il B: Hydrogen Economy and Circular Economy

290 1IEC23561 Green Hydrogen: Engineering and Safety Challenges
Madhu G

(O ORI ERC s MR ITOINIG: Net Zero, Sustainability

162 IEC83477 Droplet Dynamics: A New Frontier in Energy Harvesting
Paras & Sudipto Chakraborty

195 IEC75237 Amine Functionalized Activated Carbon Sourced from Wood Dust for CO, Capture
Saswata Chakraborty, Ranadip Saha & Sudeshna Saha

(OIS YA s AL VI T B: Polymer and Nano Materials

333 IEC54788 Integration of Advanced Multi-material Fibres in Electronic and Smart Textiles
Sayantika Debnath & Sankar Roy Maulik

(O TR ERCR s MO LT B Speciality Chemicals

94 TEC30297  Turning Art into Design: Creating a Surface with a Discharging Effect
Prateek Sarkar & Sankar Roy Maulik

(TSI ERR A s MOV i B: Waste Management & Pollution Abatement

172 IEC77699 Preparation of Activated Carbon-Alginate Beads for Adsorption of Methylene Blue
Shreya Khan, Sudeshna Saha & Sujata Sardar

I

166

172

175

181

186

193

201

207

211

217

225

231



|

: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

192 TEC48857

198 1IEC9777
204 TEC72985

207_IEC64320

210 _IEC35362

211 _IEC57058

216 _IEC61578

Effectiveness Study of Banana Peel Biochar (BPB) towards Adsorption of Fluoride
Present in the Solution

Joyashree Goswami, Priyabrata Mondal, Pankaj Kumar Roy & Papita Das

A Critical Review on Biological Remediation of Per- and Polyfluoroalkyl Substances
Debojit Sarkar & Sudeshna Saha

Facile Low Temperature Fabrication of B-TiO, using Sol-Gel Method

Mousom Roy & Sudeshna Saha

Preparation of Activated Biochar doped Polyvinyl Alcohol (PVA) Aerogel and

its Application in Wastewater Treatment

Subhasis Ghosh & Papita Das

Sustainable Solutions: Efficacy of Catalyst-Induced Co-Pyrolyzed Jute-PET Char
in Congo Red Dye Removal from Wastewater

Sayan Mukherjee & Papita Das

Extraction of Silica from Sugarcane Bagasse and its Application in PVA Aerogel
Preparation for Dye Removal from Water Solution

Ashmita Samanta & Papita Das

Waste Leaf Biomass to Activated Carbon: A Sustainable Strategy for the Removal
of Cationic Dye from Wastewater

Poushali Chakraborty, Drisha Roy & Papita Das

IR N ETRCISIE E BN : Air Pollution and Control

320 IEC49345

Phytoremediation Technique for Reducing Air Pollution in Indoor Environments
Shrija Madhu, Kilari Jyothi & N Leelavathy

IR ERCAIT RGBT : Climate Change — Mitigation and Adaptation

189_IEC89545

374 XXXXXXXX

Impact of Metrological Parameters on Tea Yield in Assam (India)

Chiranjit Bhowmik, Paritosh Bhattacharya, Umesh Mishra & J K Mani

Dam Safety Act-2021 — Dam Rehabilitation & Improvement Project (DRIP of
Govt. of India ): Practical Issues Related to Implementation

Satyabrata Banerjee

IR RCAIT 2B : Environmental Pollution and Management

45 1EC51255
56_IEC19323
93 _TEC96796
130_IEC73909
201 IEC29747

272 TEC48090

282 TEC98328

329 IEC74956

Novel Approaches: Shipborne Oil Slick Detection and Mitigation

Gutturthi Sohita, Vedika Gaur & Sunil Kumar P G

Decarbonizing the Maritime Industry: The Way Ahead

Aleena Babu, Aswani Anil & Sunil Kumar P G

Exploration and Optimisation of Eco-Friendly Dyeing with Natural Indigo
Ritwick Halder, Prashanta Pal & Sankar Roy Maulik

Sound Absorbing Textiles — A Review of Accomplishing Quiet Comfort

Ragini Mukherjee & Sankar Roy Maulik

An Investigation on Quantity of Domestic Wastes Generated from Packed Ultilities
Govindasami S, Anwer Rihaan H, Dharanidharan S, Srinivasan M & Prathesh Kumar S
Utilization of a Biochar Synthesized from Rice Straw and Modified by a Hummer’s
Method for the Purpose of Removing Carbamazepine from its Aqueous Solution:
Batch Study and Fixed Bed Study

Sandipan Bhattacharya & Papita Dasa

Ship Operation for Net Zero Emission

Sadhan Kumar Sarkar

Effluent Discharge from Metal & Metallurgical Industries — Environmental
Impact and Control

Mary Sarker & Pradipta Dutta

v

235

238

242

245

249

253

257

265

271

272

279

282

285

288

291

295

300

306



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

351 IEC53107 The Recycling Gap: Assessing India's E-Waste Management Infrastructure

Spandan Ghosh, Satyajit Chaudhuri, Abhisek Roy & Anupam Debsarkar 308
377 1IEC318 Wreck Removal of MV Green Opal
Gautam Sen 312

IS AN I 20 BLITITY: Natural Disaster Mitigation

104 TEC99914 Fractal Dimension and Earthquake Frequency Magnitude Distribution in

West Patna Fault, Bihar

Sumit Narayan Chowdhuri 317
171 IEC68944 Remote Sensing based Disaster Management

Pradipta Chakraborty, Shubhrangshu Ghosh, Syed Mujibul Islam & Abhishek Roy Choudhury 318

IR RCAIT 2T BT : River Rejuvenation

80 IEC8422 Water Quality Index and Sediment Analysis in the Lower Basin of the River Hooghly

Bitasta Ghosh & Gupinath Bhandari 325
280 IEC99195 Antibiotic Detection in River Water by Electric Field Enhanced Graphene

Electrochemical Sensor

Usha Rani Dash, Piyali Mukherjee, Sharbadeb Kundu & Chirasree RoyChaudhuri 329

IR AR R 2B : Sustainable Development and Smart Cities

67 IEC76553  Soil Slope Stability using MSW Inceneration Ash

Malathi N, Harsha Vardhan C H, Poulesh J & Tejaswi N 337
125 1EC53884  Structural Conservation Work of Rumi Gate, Lucknow — an Overview

Pankaj Kumar Tiwari, Aftab Hussain & Govind Pandey 342
238 IEC9009  Pathways to Sustainability for Higher Education Institutions: NIRF induced SDGs

Vijayan Sundarave, Satheesh Kumar Gopal & Julie Charles 346
241 1EC29740 Circular Economy of Water: Production to Reuse for Sustainability

Ravi Prakash Suthar 352

244 JEC1595  Smart Precision Irrigation System: Matrix-Driven Capacitive Sensing Optimization
with Machine Learning

Lilly Sheeba S, Preethi Parameswari S, R S Jayasuriya & K Logasri 353
269 IEC41020 Water Harvesting from Air Conditioners: A Green Approach

Somdeep Chakraborty, Kaberi Majumdar, Manish Pal, & Pankaj Kumar Roy 358
316_IEC67101 Transport Sustainability in Extreme Weather Conditions: An Indian Perspective

Nilay Mallick, Pritam Saha & Sudip Kumar Roy 360

IR RCAIT ETL BT : Sustainable Industrial Processing and Green Technologies

23 IEC80660  Bio Treatment of Jute for Sustainable Scouring: An Alternative Approach

Sambhu Nath Chattopadhyay, Kartick K Samanta, Deb Prasad Ray & Santanu Basak 367
38 TIEC4270 Fragrance Finishing on Textiles through Microencapsulation

Sujata Rooj & Sankar Roy Maulik 371
48 TEC97495  Study of Compressive Strength of Concrete Modified with Pulverized Water Hyacinth

Arya Chakraborty, Heleena Sengupta & Suman Pandey 376

69 1EC45750  The Promise of Syzygium Aromaticum (Clove Oil) in Developing Antimicrobial
and Green Textiles

Abhijit Mukherjee 381
95 1EC91468  Diversified use of Water Hyacinth

Soumili Pal & Sankar Roy Maulik 385
110 IEC38742 The Functional Aspects of Natural Dyes used in Traditional Textiles

Silpinwita Das & Sankar Roy Maulik 388



|

: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

116_IEC79003

178_IEC87726

208 IEC4195

278 TEC59702

308_IEC11665

Exploration of Resist Technique with Natural Dyes

Sangya Ghosal & Sankar Roy Maulik

Improving Power Plant Efficiency through Carbon Capture and Utilization: CO,
Capture in a Rotating Packed Bed Pilot Plant of One TPD Capacity

Sukanta Kumar Dash

Leveraging Al and Continuous Improvement for Zero Defects and Sustainability

in the Automotive

Naba Kumar Das, Satnam Singh & Anmol Bhatia

The Selection of Optimal Biocomposite by Utilizing a Multi-Criteria
Decision-Making Technique

Pavan M, Surabhi Mahajan, L Ammayappan, Nageshkumar T & Sandhya Ravi
Standardization of Sustainable Surface Modification Protocol of Nonwoven

Jute Fabric with Dry Heat Treatment for the Development of Biocomposite Products
L Ammayappan, K K Samanta, S Bhowmick, D P Ray, S Chakraborty & D B Shakyawar

I S AN IS e Bl : Waste Management and Circular Economy

25 1IEC55364

34 IEC46195

89_IEC85694

102 TEC26914
133 _IEC70372

205_IEC55108

297 IEC77354

318 IEC429

A Small-Scale Pilot Project on Vermicompost Enriched with STP Sludge:

An Opportunity to Recycle the Organic Waste into Organic Fertilizer

G Khankari, D V Rajan, D K Singh & R Kumar

Just Transition of NTPC Badarpur Power Plant — a Leap towards Sustainable Future
Jeetandra Kumar Chaudhary

Packaging Box for Transport of Fruits and Vegetables from Jute Stick Particle Board
Sanchita Biswas Murmu, Laxmi Kanta Nayak, Ammayappan Lakhmanan &

Haokhothang Baite

Eco-friendly Handmade Paper from Jute

Komal Shaw & Sankar Roy Maulik

Sustainable Textiles through Natural Dyes — a Shift from Fast to Slow

Tithi Mitra & Sankar Roy Maulik

Cradle-to-Gate Life Cycle Assessment of Perlite Based Composite Plaster Developed
with Upcycled Material

Neeraj Jain, Payal Bakshi, Aakriti & Soumitra Maiti

Waste Management and Circular Economy

B Basu

Smart Waste Management: A Community-Driven Revenue Generation Model

for Small Townships

Pallavi V Kharat & Akansha S Chavan

I g BT 0) RO i UL T 10 K Vi Gy : SG/6G Communication

152 IEC74748

188 TEC36941

217_IEC56673

291 IEC91281

Design and Analysis of Compact Antenna for 5G Advanced MM Wave Bands for
V2X Wireless Telemetry Applications

Arun Raj & Durbadal Mandal

Selection of a Suitable Filter to Reduce ISI and Improve BER for 5G Links
Sabyasachi Chatterjee & Prabir Banerjee

Far Field Radiation Pattern Synthesis of Elliptical Antenna Array for 5G and 6G
Communication Systems

Satish Kumar, Gopi Ram, Durbadal Mandal & Rajib Kar

Empowering Bharat's Digital Future through 5G Ecosystem and Bharat 6G
Alliance (B6GA) Initiative — A Collaborative Approach

Labh Singh

VI

390

393

399

403

407

413

419

431

432

436

438

444

449

453

458

462

466



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

Information & Communication TechnologyB @&} TS @V 1 7Iunii g

228 IEC55293

129 IEC43639

265 IEC2721

Bridging Technology and Tradition: Mobile Apps in the Preservation of the
Irular Language
Abhinav Gosain, Anshuman Mishra, Uma Devi & Arul Dayanand

Information & Communication TechnologyH@Y IS ENTIdi ) elaY

Enhancing Healthcare Security and Efficiency through Blockchain and Fully
Homomorphic Encryption

Ronita Adhikari, Sayanty Chatterjee, Ujjwal Kumar Kamila & Sayantani Chakraborty
Phishing Detection using Machine Learning Algorithm

Rachel Evelyn R, Keerthana S, Isha Devi K & Devadhashiny S P

09T A @)1 UL WKL W GFeyy: Digital Transformation (AI/ML, Bigdata, IoT, 1loT,

Analytics, Cloud Computing, Digital Twin, Robotics, Industry 4.0/5.0)

12 TEC00012A

50_IEC65760

55 IEC60336

58 1EC22427

74 1EC74268

88_IEC89694
103_IEC43935

113 _TEC96381

124 IEC35197

135_IEC29928

151 _IEC54034

153 IEC69

155 TEC62341

Role of Machine Learning Analytics to Secure Financial Fraud Operations
Vivek Soni

Optimizing Indian Agriculture with AI and IOT Selecting Mutation for

Crop Optimization

Tatiraju V Rajanikanth & P Sreenivasa Rao

Application of Convolution Neural Network to Classify Thermal Tomographic
Images for Heating Assessment

Chayan Kumar Basak, Seshu Kumar Damarla & Palash Kumar Kundu

Business Growth with AI/ML

S Adharsh Narayana & S Saai Vishwanath

Exploration of Relative Permittivity as a Marker For Moisture Content in
Bamboo Samples

Subhadeep Basu, Supriya Gain, Amit Swain, Arijit Sinharay, Chirabrata Bhaumik &
Tapas Chakravarty

Quantum Speedup of Machine Learning Algorithms

Prateek Khanna

Revolutionizing Healthcare: A Comprehensive Survey on Large Language Models

Shillpi Mishrra, Anup Kumar Barman & Apurbalal Senapati

A Systematic Review and Experimental Analysis of AR Based Simulator used for
Maritime Training

Mabhesh Patil, Sanjeet Kanungo, Aniruddh Achary & Shivali A Wagle

Development of an IoT based Simplex Wireless Communication Protocol for
Smart Lighting Control

Shaheen Wasif & Parthasarathi Satvaya

Comprehensive Survey on Blockchain-Based Identity and Access Management
Systems in Mobile Networks

Pratap Nair, Ashok Jetawat, Jayshree Jetawat & Renuka Deshpande

Wireless IoT-Based Soil Health Monitoring System by using Soil NPK Sensor for
Crop Yield Optimization

Sanjeev Kumar, Kaushal Kumar & Manodipan Sahoo

Leveraging Al and Digital Twin Technology to Shape the Future of 6G Wireless
Communication Networks

Arun Raj & Durbadal Mandal

Electricity Power Defense Mechanism

T Dhanalakshmi, Keerthi Vasan S J, Marshall R & Mohammed Kaif A

vl

471

475

476

483

484

488

493

497

503

506

511

515

520

523

530

535



: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

164_IEC44093

169 XXXXXXXX

174_IEC73247
181 _IEC36267

196 _IEC44417

214 IEC77249

215 IEC44546

219 IEC66194

223 TEC98532

224 1EC62614
243 IEC27886

248 TEC27842

252 _IEC80967

258 IEC72068

262 IEC61857

264 TEC45716

270 TEC85725

274 TEC15719

295 IEC27843

298 IEC23490

Robust Deep Learning Model for Plant Disease Identification and Management with
Crop-Specific Precision

Lilly Sheeba S, Om Shree Gyanraj, Narmatha Sri D, Rameeza Yasmeen S & Keerthana S
Investigating the FSO Communication Way using Articulate Optical Sources in
Visible Wavelength under Simulated Rainy Condition

Tanajit Manna, Shibabrata Mukherjee & Parthasarathi Satvaya

Gen Al-Powered Distributed Asset Health Monitoring, Data Ops & Chat Interface
Avishek Das

Facial-recognition based Secured Cloud Voting System using Transfer Learning
Roneeta Purkayastha & Abhishek Roy

A Comprehensive Approach for Enhancing Mental Well-Being through the Application
of Restorative Frequencies

Swati Chowdhuri, Trisha Paul & Sheli Sinha Chaudhuri

Effects of Frequency and Mass Variations on QCM Response by Eco-Friendly
Green Synthesis of Silver Nanoparticles Derived from Murraya Koenigii Leaf Extract
Subhojit Malik, Amrik Basak, Subhajit Roy & Prolay Sharma

Estimation of Chilli Growth Parameters: Monitoring Length and Width in Field
Conditions with Low-Cost, Portable IoT-based Device

Subhojit Malik, Foyjun De, Ganga Roy & Prolay Sharma

Enhancing Human behavior Analysis in Digital Systems through Domain Adaptation
in Facial Emotion Recognition

Saiyed Umer

A Compact and Non-Invasive Photoacoustic Sensor with Al for Volume Solids
Measurement of Paints

Abhijeet Gorey, Pathikrit Gupta, Rajat Das, Chirabrata Bhaumik & Tapas Chakravarty
Computerized Verification Analysis for Digitally Printed Receipts

Biswajit Halder, Debjani Chakraborty, Chirajeet Sarkar & Sourav Banik

Development of Smart Helmet for Safety of Underground Mine Workers

Sanjeev Kumar, Kaushal Kumar & Manodipan Sahoo

Meijering Filter Based Approach for the Identification of Papaya Seed Adulterants
in Black Pepper

Writi Mitra Sarkar & Prolay Sharma

Current Trends and Technological Features of E-Textile, Smart Garments and
Intelligent Apparels: An Overview

Arghajyoti Dasbairagi, Sayoni Nath & Anirban Dutta

A Novel Lightweight Cryptographic Protocol for Smart Home IoT Security using CoAP
Subhashini R & Jyothi D G

Enhancing Security in User Authentication: A Hybrid Approach using Biometric
and Behavioral Analysis

Preethi Parameswari S, Subiksha T, Aarthe S & Harini M

Machine Learning— Child Exploitation and Abuse

Faritha Begum M, Akalya N, Dhanushpriya T & Valli A

Towards Sustainable Aquaculture: Real-Time Detection of Freshwater Fish Species
in the Indian Subcontinent

Mohammad Hatif Osmani, Kyamelia Roy, Tapan Kumar Pal & Sheli Sinha Chaudhuri
Plasmonic Metamaterial Sensor for Nanoplastic Detection

Subhasri Chatterjee, Anish Datta, Soma Bandyopadhyay & Tapas Chakravarty
Application of NLP in Job Search in Social Media (Analysis, Comparison, and
Prediction of Job Search in LinkedIn & Indeed Site)

Debanshi Deb, Suparna Pal , Maitrayee Chakraborty, Sibom Indra, Alok Kumar Shrivastav &
Sudip Kumar Das

Novel Data Imputation Technique for Mental Health Prediction

Md Igbal, Aritra Bag & Abhishek Das

VIII

540

545

556

562

567

574

578

583

590

594

599

605

609

615

620

625

632

638

641

648



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

323 TEC7296  XceptionNet: A Truly Exceptional Deep Learning Network for Brain

Tumor Characterization

Mostafijur Rahman & Ayatullah Faruk Mollah 655
325 TIEC17124 Applications of Textural Features and PCA on Facial Recognition after

Medical Alterations

Tridib Maiti, Arunava Chakraborty, Debabrata Das, Subhra Pratim Nath, Samit Biswas &

Aniruddha Dey 659
327 IEC74465 Hand Gesture Recognition for Deaf-Mute: Insights from RGB and RGB-D Driven

Deep Networks

Taniya Sahana & Ayatullah Faruk Mollah 665
332 IEC78768 Cave Mapping using Unmanned Remote Controlled Vehicle

Arpita Santra, Sourav Mahapatra, Udit Ranjan Bairy, Prakash Roy, Aryan Roy &

Soumyajit Basak 670
367 1IEC21843 Generation of a Personal AI ChatBot using the Concepts of Natural Language Processing
Rachel Evelyn R, Manas S, Sathiyanarayanan G & Giridharan P 674

369 IEC31857 A Robust Deep Learning Framework for Validation of Reduplicated Multiword
Expressions in Digital Bengali Texts
Subrata Pan 679

IV b Ty (- 60 ) i T 10 R A LT iFg: Microwave, Millimeter Wave and THz Communication

100 _TEC59986 A Novel Design of Metasurface Flat Antenna Modules for Low-Profile VSAT

Mobile Terminal Applications

Soumya Chakravarty, Tapas Chakravarty & Arpan Pal 683
106 _1EC70946 Minkowski Fractal Shaped Reconfigurable Intelligent Surface Design with

Bi-Directional Beam-Tilt Performance

Amartya Banerjee, Vedula Kiran Bharadwaj & Rowdra Ghatak 687
199 1EC53942 Design and Characterization Studies of Terahertz Antenna for Sustainable Health
Arpita Santra, Maitreyi Ray Kanjilal & Moumita Mukherjee 691

237 IEC32225 Design of MIMO DRA with Isolation Strips and Metallic Rod for Enhanced
Performance in Microwave Applications
Akshit Kadiyan, Jaskirat Kaur, Deepak Kumar Sharma, Pinku Ranjan, Rakesh Chaudhary,
Arun Kumar Singh & Gourab Das 697

LV g YT e O i i L) R T GFay: Optical Fiber Communication

149 1EC98331 Fiber Bragg Grating Sensor for Precise Monitoring of Healthcare Parameters
Santosh Jotiram Jagatap, Ashok Jetawat, Jayshree Jetawat & Saurabh Mehta 705

VT g v Yo T W @O i b DTN ) (B WM Vi T TiFey: Quantum Computing- Quantum Sensing,

Quantum Security, Quantum Communication

65 1IEC48667  The Convergence of Quantum Computing and AI in Defense: Shaping the
Future of Global Security

Siddarth Laxminarayanan 711
294 IEC8235  Quantum Algorithms and Computational Advantages for Fintech Safety
Bhavana Narain & Sanjay Kumar 714

Information & Communication TechnologyHA% N |

300 IEC68259 Comparative Analysis of Intercalation Doped MLGNR-based On-chip Inductor
Santasri Giri Tunga, Subhajit Das, Sandip Bhattacharya & Hafizur Rahaman 721

IX



: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

Infrastructure]

52 IEC49542

212 IEC32392

253 TEC67358

257 1EC62315

Infrastructure

218 _IEC57391

266 _IEC2817

277 1EC43305

Infrastructure

32 1EC22319

120 _IEC67763

121 _TEC36045
176 TEC88585
220 IEC39417

263 _IEC90596

378

379

: Application of AI & ML and Computational Techniques for Infrastructural Systems

BARF — A Web-based/Terminal Application for Multi-Objective Optimization of
Pinned and Rigid Building Frames using Evolutionary Algorithms

Akhilesh SV

Automated Arc Welder's PPE Object Detection System using YOLOvS Large Model
Sarvesh Terkar, Sakshi Indolia, Aditya Kasar & Divyang Jadav

Higher Order Accurate Finite Difference Method for Solving Level Set Equation

for Moving Interface Problems

Arindam Sarkar, Rajendra K Ray & HVR Mittal

Exploring Flow Patterns around Bluff Bodies using Physics-Informed Neural Networks
Biswanath Barman & Rajendra K. Ray

: Disaster Resilient Infrastructural Systems

Unique Steel Concrete Composite for Most Demanding Civil Engineering
Applications in Infrastructural System

Pathik Debmallik & Pramit Debmallik

Seismic Behaviour Assessment of Conventional and Hybrid Reinforced
Concrete Buildings

M Mothilal, G Srinath & K Gopi Krishna

Removal of Chloride from Wastewater using Anion Exchange Resin:
Fixed Bed Column Study

Soumitra Maiti, Parul Prajapati & Neeraj Jain

: Health Monitoring and Retrofitting of Infrastructural Systems

Health and Performance Monitoring for Reducing Infrastructural Downtime:
Intelligent & Predictive Maintenance with Retrofittable Onboard Diagnostic
and Remote Monitoring Systems

Arup Mukherjee & Sanjoy Chakrabarty

Dynamic Behaviour and Numerical Analysis of a Supportive Transportation
Infrastructure: A Case Study

A Narayana Rao & K M L Rao

Numerical Analysis of Existing Bridge Infrastructure

Dr A Narayana Rao

Retrofitting of Structural Members with Post-Tensioned CFRP Strips

Vivek Kumar Singh, Arnab Sur, Swati Maitra & Prabal Kumar Roy

New Technique for Evaluating Concrete Strength through Non-Destructive Testing
Mangesh Daji Kevadkar & Ganesh A Hinge

Inclinometer-based Health Monitoring and Digital Twin Development for
Simply Supported Beam Subjected to Point Load

Prathamesh Mahesh Varma

Non-Linear Comparative Study of Retrofit Schemes for a Real-Life Vertically
Misaligned RCC Over Head Reservoir Based on Seismic Vulnerability Assessment
Devjit Acharjee

Experimental Study of RCC T-Girder under Fatigue Loading Adopting
Ambient Vibration Technique

Tuhin Sen

729

737

741

744

751

755

202

767

772

783

784

789

793

797

802



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

ILVigRgitaaitgs: Planning and Design of Infrastructural Systems

51 IEC65812  Addressing Systemic Challenges in the Construction Industry: Pathways
to Sustainable Improvement

Acharyulu N R & Prasad K V 809
60 IEC22309 Design of Transfer Beam for Torsion & It's Analysis in Different Seismic Zones
Aditya Jaiswal 815

62 TEC95497  Design Concept, Optimisation Opportunities and Challenges of an Underground

Station Supporting a Flyover and Ramp

Chiranjib Sarkar & Manab Kumar Sinha 819
105 _IEC56565 Development of Infra-structure for Measurement of Needle butt-Cam Interactive

Force inside Knitting Zone of Double Jersey Knitting Machine

Sadhan Chandra Ray 820
108 1IEC1133  Lift Irrigation —Re-Engineering of Irrigation Projects in the State of Telangana
M K Sinha 824

112 TEC19999 Project Execution Marvel in Refinery, Petrochemical, Fertilizer, and Similar

Chemical Plants — Leverage Modularization
Pranabesh R Das 829

: Safety and Reliability of Infrastructural Systems

20 IEC50391  An Assessment of the High Mast Poles' Reliability with Corrosion Contemplated
Ashish Patil & Makarand Kulkarni 839

i Rgitgangs: Special Infrastructural System and New Technologies

36 TEC91205  Evaluating the Structural Integrity of Gabion Walls under Repeated Lateral

Loads using Alternative Infill Materials

Rohith Jain, G S Suresh & Gourav K 847
86 TEC68132  Self-Healing Nano Additives for Augmenting the Durability and Sustainability

of Cement Composites

Mainak Ghosal & Arun Kumar Chakraborty 851
119 1IEC61765 Autocross — an Automated Transit Shuttle System for Decoupling Pedestrians

and Road Traffic

Satheesh Kumar Gopal, Vijayan Sundaravel & Julie Charles 855
134 1EC55890 Manufacturing of Indigenous Tribal Bi-Component Fibres for Technical Textile Sector
Subhankar Maity, Mukesh Kumar Singh, Deepak Mishra, Amandeep Singh & J Ramkumar 860

231 1IEC78856 Border Security Lighting: Comparison and Implementation of Different
Types of Photometric Distribution
Ankit Ghosh & Parthasarathi Satvaya 867

IR igitMing:: Sustainable Material for Infrastructural Systems

46 TEC75597  Investigation on Behavior of Concrete Modified with Water Hyacinth Fiber

Tanusri Dutta, Suman Pandey & Heleena Sengupta 875
84 IEC8644 Measuring Bitumen Consistency: A Journey through Penetration, Viscosity

and Performance Grades

Asit Ghosh & Pritam Saha 880
90 IEC38416  Advancements in Sustainable Concrete Technologies and the Role of Graphene

Oxide in Self-Compacting Concrete

Mohammed Shakeeb Ulla Khan & Vijaya G S 885
101 _TEC82835 Review of Nanomaterials in the Civil Engineering Infrastructures
Girish Chandra Gandhi, Payal Mehta & Ankit Sodha 891

XI



: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

117_IEC30711

141 IEC47603

307_IEC43265

Ground Improvement by Admixture using Banana Fiber: Experimental Study
Subhadeep Mondal, Labani Nandi, Sudip Basack, Joyanta Maity & Subha Sankar Chowdhury
A Review on Seismic Performance of Smart Structures and Bridges with Shape

Memory Alloy Reinforcements

N Meenalochani, Ankit Sodha & Payal Mehta

Overview of using Construction & Demolition Waste in Hot Mix Asphalt

Setu Shubham & Sudip Kumar Roy

ILVigRqitaailgs: Transportation Infrastructure

41 IEC6554

49 TEC71570

96 _1EC25991

138 IEC31743

175_IEC1445

314 _IEC1506

349 _1EC98772

362_1EC63043

Traffic Signal Optimization and Synchronization using PTV Vissim

Malathi N, Poulesh J, Tejaswi T, Gopi Sai Ch & Mahitha A

The Scenario of Advanced Aviation Manufacturing and Maintenance in India for
Deployment throughout the Subcontinent: Opportunities, Threats and Strategic Outlook
Antariksha Sarkar & Arnab Banerjee

Can Indigenous Driving Simulators Surpass the Limits of Automated Simulation Trials?
Ayan Kumar Naskar & Pritam Saha

Erection of Two Stage Cantilever Concourse and Platform Pier Arm for Elevated
Metro Stations

Anshul Agrawal

Evaluation of Dowel Joints using Ground Penetrating Rader — A Case Study on a
Highway Stretch

Arnab Sur & Swati Maitra

Evaluating the Performance of Cell-Filled Concrete Pavement using
Non-Destructive Testing Techniques

Pritam Saha, Sandip Chakraborty & Sudip Kumar Roy

Construction of Whitetopping and its Performance in Early Years —

a Case Study in India

Dhritee Diksha Baroowa & Swati Maitra

Autonomous Vehicle in India: Navigating Technological Potential and

Regulatory Hurdles

Shambhu Prasad Chakrabarty & Ankita Roy

MEEITFSINEEIS: Automation in Mining Operation

357 _IEC16056

Evaluation of Social Hazard, Psychological Conditions, and Innovation in
Automated Mining Operations

Goutam Roy, Biswajit Banik, Aman Ahamed Mokami, Subarna Sardar,
Rajarshi Chakraborty, Tanbir Islam & Rakesh Sikder

MEEITRCI N EIL: High Performance Structural Materials for Mobility Applications

35 _1EC14509

68 TIEC82798

281_IEC69270

299 TEC82979

An Efficient Method to Enhance the Life of “Sprocket (Ground Engaging Tools)”

in Hydraulic Excavators by Adding “Boron” as a Micro-alloying Element

Arup Mukherjee, Manoj Kumar Barik, Vipul Kumar & Sandeep Mishra

Mitigating Failures in 309S Stainless Steel Furnace Component: Causes and Solutions
Pradip Sahana

Modeling and Simulation Studies on TIG Welding of Gas Turbine Combustion Liner
Sub-Assemblies

A Manjunath, Srinivasulu K, Vinoth & Sivasankari R

Case Study of FEM Analysis of Spreader Beam (Lifting of Beam)

Rahul Kumar Singh & Shashwata Das

XII

897

902

905

913

918

923

928

932

936

940

945

951

959

965

966

970



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

372 TEC81891 Prediction of Lankford Constant from the Composition and Processing Parameters
of High-Strength DP Steel using Machine Learning
Avijit Pal, Rajan Verma, Pritam Mandal, Prabhat Dash, Snehanshu Pal & Manojit Ghosh
373 TEC45597 Structure-Property Correlation of a Novel Quenched and Partitioned (Q&P) Steel
Shibam Mishra, Indrajit Dey & Swarup Kumar Ghosh

M EEICRCI N EIC: Integrated Computational Materials Engineering (ICME)

363 IEC27948 Molecular Dynamics Study on Bending Creep Characteristics of BaPd, Crystal using
Developed Embedded-Atom Method Potential of Palladium-Barium Alloy
Sankhasubhra Mukhopadhyay & Snehanshu Pal

M IR EIB: Materials for Energy, Sensors and other Electronics Applications

17 _1IEC14477  Synthesis and Characterization of Delafossite CuAlO, by Sol-Gel Process
Soumya Mukherjee

150 IEC57684 Phase Analysis, Dielectric, PL and Microhardness of CuAlO, by Ball Milling Process
Apurba Sarkar, Soumya Mukherjee & Nandan Pakhira

M EEICRCINEEI0: Mineral Beneficiation and Waste Management

31 IEC13634 A Brief Glimpse on the Development of Aluminium Matrix based Composites
using Wastes by Powder Metallurgy Route
Dibyendu Mondal, Soumya Mukherjee & Manojit Ghosh

132 IEC57282 Dry Beneficiation of Coal by DE-XRT SBS Technology
Ashim Kumar Mukherjee

N EEITRCY I g1 8: Multifunctional Materials

354 TEC74200 Emerging New Technologies in Metal Forming of Aluminium Alloys
Lal Bihari Singh

A EEICRCIINEEIB: Sustainability in Mining

59 IEC75739  Sustainability in Mining through Cradle to Cradle Approach
P Venkatesan

240 1EC32253 Analysing the Behaviour of PVC Concrete Props through Laboratory
Investigation & Numerical Modelling
Shatadru Kundu & Sreenivasa Rao Islavath

276 _1IEC69870 Study on Hot Hole Blasting for High-Temperature Mining Environments: Techniques,
Challenges, Mitigation Strategies and Environmental Impacts
Nabyendu Neogi, Praveen Ranjan, Subhajit Halder, Sanjay Kumar Singh,
Satender Kumar & Kumar Ritesh

328 IEC56 Renewable Energy and Carbon Footprint Reduction in Mining —
A Study on Electrification and Sustainable Practices
Maitreya Ranjit & N C Dey

: Advanced Fossil-Fuel Technologies
249 IEC29128 Experimental Validation of Palm Biodiesel and Mexicana Biodiesel for

Hybrid Biodiesel Testing
Ankita Kailas Patil & Jayant Hemchandra Bhangale

X1

971

975

983

987

991

999

1003

1011

1017

1020

1025

1031

1037



: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

b =

: Applications of Al and ICT

78 TEC3083 Fault Diagnosis of Induction Motors using Variational Mode Decomposition (VMD) and
Artificial Neural Network (ANN)
G Das & P Purkait 1045
361 TEC98767 DWT-based Feature Extraction and Machine Learning based Bus Fault Diagnosis
in Ring Type Power Distribution Network
Surajit Chatopadhyay, Sudip Murmu, Ananya Bhattacharya & Saumili Mondal 1050

: Condition Monitoring and Retrofitting

29 IEC33007 A Brief Glimpse on the Design and Performance Analysis of Induction Furnaces

Sourav Basu, SouravDebnath & Soumya Mukherjee 1061
370 IEC28795 Fault Diagnosis and Adaptive Reconfiguration of BLDC Motor Drive
Balaji & Muthu Selvan N B 1066

: Distributed Generation, Micro-Grid and Smart Grid

39 TEC81174  3-E Analysis of the Vapour Absorption Refrigeration System with Micro-Steam Turbine
Integration: An Efforts towards Energy Conservation in the Thermal Power Plants
G Khankari, D V Rajan, S H Choudhury & R Kumar 1069
99 TEC28601  Economic Dispatch of a Hybrid Solar-Wind-Biomass based Microgrid using
Novel Nilgiri Tahr Optimization
Supratim Gupta & Prithwiraj Purkait 1075
115_1EC64210 Techno-Economic Optimization for Overall Sustainability of Decentralized Hybrid Energy
System using Machine-Learning Based Forecasting of Load and Weather Data

Risav Dutta, Sayan Das, Barun Mondal & Sudipta De 1081
148 1EC97686 Prosumer Power Exchange with Battery Energy Storage Systems Integration in India
Amith Vijayan 1087

163 TEC93256 Real-Time Performance Monitoring of a Grid-Connected Microgrid with

PMSM-based Wind Energy Conversion System

Sujoy Ranjan Nath, Rishov Sarkar, Biuhal Chatterjee & Prithwiraj Purkait 1092
193 TEC49191 An Economical Micro Grid Architecture for Single-phase to Three Phase Power

Governance System

Maitrayee Chakrabarty, Debodyuti Upadhaya, Gargi Roy, Pratik Kumar Baidya,

Arpita Majumder, Raju Basak & Rakessh Das 1098
309 IEC23823 Modelling and Impact Assessment of Renewable-based Bidirectional Power Flow

on the Performance of Distribution Transformers

Moumita Pramanik, Konika Das Bhattacharya, Chandan Kumar Chanda & Raju Basak 1103
324 TEC37567 3-Phase Fault Detection using Neural Network by Wavelet Transform on

PV-Biomass based Grid Connected Microgrid System

Shouvik Mondal & Arindam Kumar Sil 1108
336 _IEC34711 Transforming the Indian Renewable Energy Rural Microgrid with the Synergy of

Block Chain Analytics

Abhishek Kumar 1113

: Electrical Machines and Drives
364 IEC27406 Maxwell Analysis of an Induction Motor during Inter Phase Short Circuit Fault using Ansys

Surajit Chatopadhyay, Goutam Kumar Ghorai, Rajeev Kumar, Suvajit Ghosh, Aditya Narayan
Banerjee, Lisa Coomer, Aritra Chattopadhyay, Debopoma Kar Ray & Tamal Ray 1121

XIv



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

: Energy Policy, Economics and Sustainability

43 TEC81446  Transitioning to a Low-Carbon Economy in India: Policy Framework and
Economic Outcomes

P Mahendra Kumar 1133
47 TEC67114  Energy Scenario in India
K Sridharan & V Ramanathan 1137

136_IEC69850 Energy Policy, Economics and Sustainability for India: Challenges Ahead and

their Mitigation Measures

Raj Kumar Mukherjee 1141
227 1EC29273 Integration of Virtual Power Plants for a New Generation Smart Grid in Electricity Market

Dipu Mistry, Binoy Krishna Biswas, Maitrayee Chakrabarty, Bishaljit Paul,

Raju Basak & Chandan Kumar Chanda 1147
230 IEC70431 Uncertainty Realization through Stochastic Scheduling through Energy and

Reserve Markets

Susovan Dutta, Bishaljit Paul, Barnali Kundu, Raju Basak & Chandan Kumar Chanda 1149
321 IEC1404  Projecting or Estimating Nodal Congestion Price and IMO Pay by Ada-Boost for

of a Restructured Electrical Market

Writwik Balow, Dipu Srkar & Raju Basak 1150

: Energy Storage Technologies

126 _IEC52277 Pump Hydro Storage Project (PSP) — Energy Storage Technologies

Manhar K Jadav & Rajkumar Jayswal 1161
137 TIEC92829 Prospective Prioritization of Strategies for Sustainable Development of Storage

Industry of India by Integrating SWOT-Hesitant Fuzzy MCDM Method

Sayan Das, Risav Dutta & Sudipta De 1164
222 JEC59788 Enhance Current Boosting for MHTG using TP4056 Module and make

it Application Suitable

Rajbansi S Kognole, Ganesh A Hinge & Amol B Ranadive 1170
313 IEC57991 Optimizing Heat Transfer in PCM-Based Thermal Energy Storage Systems
Dipankar Paul & Nirmalendu Biswas 1174

: Frontier Technologies in Mobility

187 1IEC20145 Design Innovations and Performance Optimization in Tilting Pad Journal Bearings:
A Review Bharat
Bharat Namdev Kharad, Rajendrakumar Giridharilal Tated & Jayant Hemchandra Bhangale 1183

T Power System Stability, Reliability and Flexibility

21 1EC75354 Power System Flexibility — a Key Enabler for the Energy Transition

S Dharmalingam 1191
40 TEC52519  Analysis and Risk Assessment of Fault Induced Delayed Voltage Recovery Events and

its Interplay with Load Nature

Alok Pratap Singh, Rajib Sutradhar, Chandan Mallick & Bilash Achari 1195
131 IEC5848  Retrofitment of SEALGUARD ASSEMBLY in WAGON TIPPLER for Reliable Operation

of Movable Side Beam in Wagon Tippler: A Case Study of NTPC KUDGI

Himanshu Kumar 1203
156_IEC39801 A Comparative Study of Various FACTS Devices used in Modern Power Systems

for Efficient and Reliable Power Transmission

Titas Bhaumik, Tanaya Datta Das & Dharmadas Mandal 1204

XV



: 39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

168_1EC67924

286 _IEC88714

352 TEC33670

An Effective Configuration Approach by Reverse Delete Algorithm based on Graph Theory
Antara Kundu, Maitrayee Chakrabarty, Kajal Kharati, Harsh Kumar Shaw, Dipu Sarkar,

Raju Basak & Rakessh Das

Modern Concept and Analysis of Power System Stability Improvement by

State Estimation and Soft Computing Technique

Suparna Pal, Alok Kumar Srivastav & Maitrayee Chakrabarty

Enhancing Power System Stability, Reliability, and Flexibility: A Comprehensive

Approach to Future-Proofing the Grid

Muthu Selvan N B & M Balaji

1207

1213

1225

: Renewable Energy Technologies

33_IEC20606

76_IEC2946
79 IEC13616
97 IEC4687
139 IEC32699

140 _IEC58244

146 _IEC21277

154 _IEC59419

158 TEC42401

165 IEC27011

166_IEC41721

203 _IEC69302

235 _IEC72043

296 IEC83032
330_IEC70796

331 IEC35695

Hybrid Battery Trolley for Reducing Down-Time: Innovative Solution by Augmenting
Renewable Energy based Charging Feature

Arup Mukherjee

Renewable Energy Sources with Special Effort on Hydropower for Sustainable Development
Jnan Ranjan Pal

Installation and Experimentation of a Vertical Axis Wind Turbine for Domestic Purpose
Satyabrata Podder, Sudip Basack & Arka Dasgupta

PV based Security Lighting System of 3 Wheeled Electric Vehicles for Rural Transportation
Dhrubajyoti Banerjee, Parthasarathi Satvaya & Bidrohi Bhattacharjee

Solar Thermal Energy Storage: Emerging Techniques and Technologies

Asoke Kumar Paul

Performance, Emission and Combustion Characteristics of a Variable Compression

Ratio Diesel Engine Fueled with Hibiscus Cocos Nucifera Biodiesel

Alapati Babji, Govada Rambabu, E Nirmala Devi & Yarrapragada KSS Rao

Advancements in Photovoltaic Technology: Next-Generation Materials and

1229
1232
1236
1239

1245

1248

Applications — a Review

Rajyasree Chakrabarty & Swarnendu Bhattacharya

Utilization of Solar Energy and its Potential for Various uses in the Indian Context:
A Comprehensive Literature Review

Debraj Dutta & Swarnendu Bhattacharya

Design of Interleaved Buck-Boost Converter for Green Energy Application
Sucharita Pal, Aditya Kumar Majee, Biplab Bhowmick & Dola Sinha

Experimental Investigations on a Grid-Connected Microgrid with DFIG-based
Wind Generator

Sujoy Ranjan Nath, Golam Kibria, Arjun Paramanik, Sahanur Alam, Rajorshi Adhikary
& Prithwiraj Purkait

Suboptimal Robust PD Controller Design of Stewart Platform Manipulator based
Dual Axis Solar Tracker System with Semi-Isotropic Tool Center Point

Biswajit Halder & Mayukh Nath Mishra

A Productive Optimization Strategy for the Relay Coordination Issue

Maitrayee Chakrabarty, Alok Kumar Srivastav, Suparna Pal, Sudipta Chakraborty,

Raju Basak & Rakessh Das

Model Development and Analysis of a Greenhouse Air-Conditioning System Coupled

1257

1261

1265

1269

1275

1281

with a Desiccant-Coated Heat Exchanger and a Dew Point Indirect Evaporative Cooler
Bibhas Nayak & Aritra Ganguly

Waves & Tides — God’s Gift for Power Generation

Kirit B Trivedi

Optimizing Mesh Geometry and Orientation for Fog Harvesting in Cooling Towers
Dibyendu Maji, Arkadeep Datta, Amitava Datta & Ranjan Ganguly

Quantum Dot Solar Cell: Device Modelling and Efficiency Enhancement

using CdTe Quantum Dots

Indranil Maity, Arighna Bhattacharjee & Arijit Mondal

1286

1291

1294

1299

XVI



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

334 TEC82704 Enhancing Sparse Geothermal Gradient Data at Regional Geological Scales using

Generative Adversarial Networks

Anamitra Upadhyay, Rishav Raj, Annesha Dubey, Ayandeep Sarkar, Swattik Das,

Debashis Sarkar, Mrityunjay Singh & Dornadula Chandrasekharam 1303
348 TEC25110 Performance Enhancement of Rooftop SPV Power Plant by 3C (Continuous

Cleaning and Cooling) Process

Indrajit Bose, Sugato Ghosh & Hiranmay Saha 1308
366 IEC83017 Decarbonizing Transportation: The Potential of Solar-Powered EV Charging

for a Cleaner Future

Madhusree Bhattacharjee, Sugato Ghosh, Saheli Sengupta & Hiranmay Saha 1313

: Smart Energy Utilization Technologies

13 TIECO00013A Adaptive Intensity Control and Fault Detection in Smart Street Lighting
Debasmita Paul, Arindam Karmakar, Akash Seth, Abhinandan Jha, Ayindrila Roy &

Mitul Ranjan Chakraborty 1321
83 IEC45327  Case Study on Design and Analysis of Electrical Heat Tracing on Tank Roof Nozzle
Gantyada Karthik 1327

191 TEC93788 Performance Evaluation of Solar PV and Hybrid PV/T Systems: A Step to

Enhance System Efficiency

Ahraz Hassan Moon, Asadur Rahman & Inam Ul Haq 1328
259 IEC89821 Numerical Investigation on Employment of Cavities on Sidewalls of the

Microchannel Heat Sink and Parametric Study of the Cavities on the

Effect of Performances of the Heat Sink

Dipak Debbarma, Swapan Bhaumik, Aparesh Datta, Sunita Debbarma & Udayan Majumder 1334
275 1EC35585 Simulation of Bottom Hole Pressure in Managed Pressure Drilling through

MATLAB -SIMULINK

Sampath Kumar, Kishan Choudhuri & Prasun Chakraborti 1340
310 IEC66507 Low-Cost Self-Cleaning System for Efficiency Enhancement of Onboard Smart

Nanogrid in Green Transport

Moumita Pramanik, Sudipta Basu Pal, Arnab Das, Hiranmay Samanta, Dipanjan Bose,

Konika Das Bhattacharya, Chandan Kumar Chanda & Raju Basak 1347

XVII






Biomedical Science & Technology

AI/ML in Biomedical Research &
Technology

>,







39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

81 _IEC64426

FelAug, WaterAug: Superpixel-based Medical Image Augmentation
Methods for Improving Accuracy and Reducing False Predictions in
Dermatological Image Classifications

Subhendu Sinha Chaudhuri'™, Bhaskar Mazumder', Sheli Sinha Chaudhuri’ & Sudip Das’

! Department of Pharmaceutical Sciences, Dibrugarh University, Dibrugarh, Assam
2 Department of Electronics and Telecommunication Engineering, Jadavpur University, Jadavpur, Kolkata
3 Department of Dermatology, Calcutta National Medical College and Hospital, Kolkata

P4 subhendusc@gmail.com

Abstract: Identification of skin diseases of Indian patients using publicly available datasets fails due to the difference in skin tones
and the nature of the disease. Training with clinically acquired datasets presents a big problem due to the reluctance of patients to
be filmed, getting approval from the Human Ethics Committee, and the involvement of dermatologists for data labeling. Moreover,
data from a single clinic is often very low as the maximum number of patients are revisited cases. Because of this, we have
developed four superpixel-based augmentation methods to increase the dataset. Our research has shown that this augmentation
method not only increases efficiency but also reduces false predictions which can be detrimental to patients' safety.

Keywords: FelAug, WaterAug; InceptionV3; MobileNetV2; Superpixel, Machine-learning
INTRODUCTION

Although skin and subcutaneous diseases are responsible for a high morbidity rate throughout the world, due to their
low mortality rate skin diseases are often neglected by national health programs. Despite the low mortality rate, skin
and subcutaneous diseases in India have a significant impact on disability, surpassing that of cardiovascular diseases
in terms of non-fatal burden. The occurrences of skin disease have greatly increased in the last few decades and are a
significant contributing factor in the health care system in the world [1]. With a population of over 1.1 billion, there
are only 50,000 dermatologists in India, with an insignificant number of dermatologists in rural areas. Correct
management of skin disease requires an accurate diagnosis of the disease. Due to inadequate dermatology training in
the undergraduate medical curriculum, primary healthcare physicians face a big challenge in the correct identification
of skin diseases[2]. Binod kr. Patro et al in a research paper published in the Indian Dermatology Online Journal
showed that the effectiveness of identification of proper skin disease during a trial on telemedicine is quite low. Their
research showed that there is only 56 % agreement between decisions made by the primary healthcare physician and a
dermatologist on the pictures taken during telemedicine[3]. Skin Disease models trained with publicly available
datasets fail to predict Indian skin diseases due to the wide difference in skin tones and the nature of the disease.
Patients’ reluctance to be photographed, getting approval from the Human Ethics Committee, and the high cost of
data labeling due to the involvement of dermatologists are the biggest drawbacks of developing datasets from
clinically acquired images.

METHODOLOGY
Dataset

This study was performed following the principles of the Declaration of Helsinki. Approval was granted by the Hurip
Independent Bioethics Committee (Date 27.01.2023, Protocol No Dib/H/001/01). Approval was obtained from the
Human Ethics Committee before the experiment began. The images were collected from the Manju Memorial Doctor
and Skin Clinic, Kolkata under the supervision of a dermatologist.

The patients were selected irrespective of age, or sex. The photographs are then converted to JPEG (Joint
Photographic Expert Group) format with a color depth of 24 bits per pixel. Since the highest-recorded disease in that
clinic was psoriasis, we developed our study on the diagnosis of psoriasis.
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50 psoriasis photographs were collected. 40 random images were selected to form the training dataset. 10 images
were used for testing. The non-psoriasis dataset contained both healthy images and other diseased images.

Contrast Limited Adaptive Histogram Equalization(CLAHE) was applied to all the training images as a preprocessing
step to increase the contrast of the images without increasing the noise. Each image was then segmented using the
Superpixel Segmentation method proposed by Felzenszwalb[3], and Watershed Segmentation[4].

We modified all four segmentation algorithms to produce augmented images to increase the size of the training image
dataset. In the FegAug method, we randomly chose 20% of the segments done with Felzenszwalb’s method and
replaced each pixel of those segments with the mean pixel value of that segment. A similar technique was used to
obtain images by the WaterAug method, using Watershed’s segmentation method instead of Felzenszwalb’s
segmentation method.

After augmentation, our new training set contained 80 images, 40 images were each derived by the FelAug, and
WaterAug, methods. In the next sub-section, we compare image characteristics between the original image and
various augmented images. 40 original images were then added to this dataset making the total training dataset
images 120.

Comparison of Images

Figure 1 shows segments chosen randomly with FelAug, and WaterAug, methods, and the corresponding augmented
image. In Figure 1b, the green areas are the randomly chosen 20% of the Felzenszwalb segmented area whose pixel
value will be changed to pl. Figure 1d is the image formed after every I(i,j) has been replaced by pl. In Figure 1c the
green areas are the randomly chosen 20% of the Watershed segmented area whose pixel value will be changed to pl.
Figure 1e is the image formed after every I(i,j) has been replaced by pl. Figure 1a is the original image. Figure 1f
shows the augmented rotated image by the classical augmented method.

(a) (d) (e) ()

Figure 1 a) Original Image b) Segmented Image by Felzenszwalb segmentation and green areas are 20% randomly
selected segments c) Segmented Image by Watershed segmentation and green areas are 20% randomly selected
segments d) Augmented by FelAug e) Augmented byWaterAug f) Rotated Image

We compare the augmented image with the original image using standard available techniques such as Structural
Similarity Index(SSIM), Mean Square Error(MSE), Peak Signal to Noise Ratio(PSNR), Histogram Correlation, and
Feature-based comparison using Scale-Invariant Feature Transform (SIFT). The results are tabulated in Table 1.

Images obtained by FelAug, and WaterAug, methods show an SSIM value of approximately 0.74 which shows that
although the images are not very structurally different from the original image, they are also not the same. Compared
to the original image, the rotated image shows an SSIM value of 0.55, indicating less than 50% structural similarity
with the original image. An SSIM value of 1 indicates that the images are identical and an SSIM of 0 indicates that
the images are completely non-identical.

The tables also show that compared with the original image, all the augmented images have an MSE value of
approximately 99. An MSE value of 0 indicates similar pixels for both images, whereas 99 indicates a considerable
difference.
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A PSNR value of approximately 28 for all augmented images shows that they are visually similar although they are

different.

Table 1 Similarity Comparison between the FelAug, QuickAug, WaterAug, SLICAug, and augmentation by rotation

method with the Original image

Serial | Name of the Augmentation by | Augmentation Augmentation
No Method FelAug Vs by WaterAug by Rotation
Original Vs Original
Image Image
1 SSIM 0.7398 0.7319 0.5531
2 MSE 99.6428 99.9959 103.6496
3 PSNR 28.1463 28.1310 27.9751
4 SIFT (Fig 2) 988 988 988
No. of key
points in
the original
image
No of key 20508 18817 948
points in
the matched
image
Matched key 494 565 631
points

According to Table 1, the original image has 988 key points, but the image produced with FelAug has 20508 key
points with 494 matched key points. Similarly, 18817 key points were created with the WaterAug techniques with
only 565 corresponding matched key points. This shows that new key points are made using all the augmentation
methods. The data in column 5 shows that with rotated images number of key points is less, with more matched key
points, indicating less key point generation during augmentation by rotation.

A directory of augmented images was formed with 2 augmented images for each original training image. The First
training set was formed with 80 augmented images together with 40 original images. The second training set was
formed with 40 original images only. The first training set has 120 non-psoriasis images comprising both healthy and
other skin disease images.

Network used

We used MobileNetV2, and InceptionV3 with network weights = Imagenet, an Adam optimizer, and a learning rate
of 0.0001. There were 100 epochs, with a batch size of 32 used for training and validation and Earlystopping to
prevent overfitting. Normal Augmentation methods such as rotation, width shift, height shift, zoom, horizontal flip,
and others were applied on the fly to both the training datasets.

Both Networks were trained with the superpixel-augmented dataset and tested with the test dataset. The results so
obtained were labeled as S Aug. The networks were also trained with the second dataset applying normal
augmentation methods like rotation, flip, and others on the fly and tested with the test dataset. The results so obtained
were labeled as N_Aug.

RESULTS AND DISCUSSION

From Table 2 we see that InceptionV3 performs better compared to MobileNetV2 for both normally augmented and
superpixel augmented datasets. With both the transfer learning models there was a substantial increase in accuracy
with the dataset formed by the superpixel augmentation method. Both the models show a drastic reduction in False
Positive and False Negative values with S Aug compared to N Aug datasets. This shows that by augmenting images
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with FelAug, and WaterAug methods we were able to lower the False Positive (FP) and False Negative (FN)
prediction rates.

Table 2 Comparison of Training, Test, TP, TN, FP, and FN Results for different Neural Net

Train Test True False True False
Accuracy Accuracy Positive Positive Negative Negative

(TP) (FP) (TN) (FN)
N S N S N S N S N S N S

Aug | Aug | Aug | Aug | Aug | Aug | Aug | Aug | Aug | Aug | Aug | Aug

Inception V3 098 | 1.00 | 0.65 | 1.00 | 10 10 7 0 3 10 0 0
MobileNet V2 098 | 1.00 | 0.90 | 0.95 | 10 9 1 0 9 10 0 1

We then segmented the original image, rotated image, FelAug image, and WaterAug, images by the K means
segmentation technique. The segmentation results show that while there is some increase in the number of segments
during the rotation of an image, the total number of segments greatly increased from 585 segments in the original
image to 935 segments in the FelAug image and 690 in the WaterAug image.

CONCLUSION

It is evident from Table 2 that there was a reduction in FP (False Positive) and FN (False Negative) detections when
images produced by FelAug, and WaterAug were used for training. This reduction in FP and FN has been arrived at
without compromising the test accuracy results. Results in Table 2 show a significant increase in test accuracy when
using FelAug, and WaterAug augmented image datasets in training the model. From Table 1, we can see high SSIM
values for images produced with the FelAug, and WaterAug models compared to images produced by rotation
although they have very similar MSE values. We also see that new features in the images are added if the images are
augmented by FelAug and WaterAug techniques. Comparing this with the high number of segments produced in the
images augmented by the FelAug, and WaterAug techniques, we can conclude that although the superpixel
augmented images are structurally similar to the original image, the images produced by FelAug and WaterAug
techniques can create more feature maps in Deep Neural networks. Hence training by the FelAug, and WaterAug,
augmented image datasets provides more robust training for Deep Neural Networks and Machine Learning networks.
This also explains the low FPs and FNs obtained when the network is trained with images augmented by FelAug, and
WaterAug methods.

In recent years generative adversarial networks(GAN) [5] have shown remarkable progress in generating artificial
images for data augmentation and have been applied to various medical images [6]. However, GANs are affected by
issues such as learning instability, convergence difficulties, and mode collapse [7]. In response, a novel deep
generative model known as diffusion models (DMs) [8] [9] has been created to address these challenges. However,
DMs have high computational costs and high sampling times. Our data augmentation model can be applied to various
medical images to reduce false positive and false negative predictions while maintaining a high accuracy rate and low
computational costs.

DECLARATION
Approval from the Human Ethics Committee has been taken before handling patient data.
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Abstract: India being one of the most populated countries conducts more than 50 million surgeries annually. Thus, it becomes
challenging for medical organizations to accurately predict the post-surgery risks of every individual patient. Accurate prediction
of the risk of the same is important for patient selection prior to surgery and for guiding perioperative decision-making. Accurate
assessment of post-surgery risk will make the patient as well as their medical escort to be more vigilant, as well as directing early
interventions. Eventually, it will reduce the overuse of hospital resources as well as reduce morbidity and mortality in high-risk
patients. In this study, an Artificial Neural Network model to accurately predict post-surgery complications using pre and
perioperative parameters is developed. This model is implemented on a cohort of 7908 patients and observed post-surgery
infection in 1128 of them. The data set was divided into training and testing sets to train the predictive model and assess
generalization performance respectively. The Artificial Neural Network displayed potential performance in predicting the
presence of postoperative complications. Further clinical studies are required to confirm its applicability in routine clinical
practice.

Keywords: Artificial Neural Network (ANN); Cohort; Infections; Logistic Regression; Post Operative Complications (PoCs);
Prediction

INTRODUCTION

India with over 1.4 billion population and limited medical resources becomes a challenging job for medical
practitioner to accurately predict critical condition of medically susceptible individuals. Thus, often unproper
assessment of patient risks make them vulnerable for post operative morbidity and mortality. Medical practitioner
often uses conventional risk calculator which are often not very accurate and leads to failure in proper assessment of
the patient risk. Modern Machine Learning (ML) approach and model helps to tackle this situation by bearing more
pre and peri operative factors [1].

Researchers in [2] studied SUMPOT (an ANN based tool) for predicting PoCs. It utilizes ANN for risk assessment.
They have compared SUMPOT's performance with binary decision tree models. They predicted from their data that
high-risk patients require tailored postoperative care strategies. Accurate risk prediction improves patient outcomes
and reduces healthcare costs. Reference [3] concluded that while Al shows promise in forecasting PoCs, its clinical
application is delayed by low AUC-ROC values and the need for optimal datasets. The diversity of Al algorithms
complicates direct comparisons of study outcomes, highlighting the importance of balanced data sets for accurate
predictions. Future research should focus on external validation, implementation strategies, and cost-benefit analyses
to enhance the clinical utility of Al in surgical situations. They also concluded different ML approaches leads to
different AUC-ROC value.

The dummy indication technique for imputation yielded the best performance in predicting pneumonia, while
preoperative data alone performed nearly as well as combined data [4]. The study found that adding features with
greater missing rates consistently improved AUROC across all complications. Thy also stated gradient boosting trees
(GBT), and deep neural networks (DNN), gives superior performance due to complexity of input data. The study
underlines the importance of considering the timing of data obtainability during surgery for better predictive
capabilities. GBT emerged as the best-performing model for pneumonia, acute kidney injury, deep vein thrombosis,
and delirium, while DNN excelled for pulmonary embolism, with high AUROC values reported for each
complication.
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Researchers in [5] predicted that models trained solely on intraoperative data exhibited the lower predictive
uncertainty across all PoCs, suggesting that intraoperative data may provide more stable predictions. They also stated
that for predicting sepsis, heart rate emerged as the most important feature, while other expected indicators like fever
and leucocytosis may be obvious later in the postoperative course. Serum creatinine was identified as the primary
interpreter for acute kidney injury, emphasizing its dependability over urine output measurements. The study
highlighted the importance of assessing model performance using metrics like AUPRC, particularly for rare event
predictions, to avoid misleading accuracy rates.

Reference [6] stated effective management of temperature during combined regional and general anesthesia requires
the use of multiple warming methods to prevent hypothermia. Due to this, it is required to closely inspect the last
reading temperature and end case temperature during surgery which can also be combined into a time-weighted
average of temperature (TWATemp) during surgery to asses a better understanding of temperature's role in PoCs.
Thus, TWATemp becomes an important parameter for our study.

Taking motivations from all the above-mentioned pieces of literatures this study was deliberately designed to
consider as many as pre and perioperative parameters to predict PoCs. The data set was taken from Kaggle [7]. The
pre-surgery parameters considered are Age, Sex at birth, BMI, Charlson score, the occurrence of Congestive heart
failure, Vascular disease, Renal failure, Liver disease, Cancer (metastasized), Cancer (non-metastasized)
Coagulopathy, Fluid or electrolyte disorders, Chronic blood loss anemia, and deficiency anemia. Along with
preoperative parameters peri-operative (during surgery) parameters like the use of Steroid drugs and
Immunosuppressive drugs before surgery, Duration of the surgery, Open or minimal invasive type of surgery
TWATemp is also considered (Figure 1). In course duration, few of the most important parameters were predicted
using logistic regressions and went forward with only those (Figure 1).

PRE OPERATWE PARAMETERS PER]—OPERATIVE PARAMETERS

Age Cancer (metastasizad) Blood loss loss before surgery
*  Sexatbith * Cancer (non- metastasized) . s:mﬂ-mmnn“
+ BMI + Cosguiopathy = ey
*+  Charson score * Flid or electrotyte disorders + Durationofthesurgery
* Congexiveheatfature* Chroni biood lossanemia . Opmurmlnma mashewwdmw
*  Vazulr disesse * Deficiency anemia . versg seore
* | Diatretes Drig space temperature during sugery (TWATemp)

+ Weight loss before a.lr;m

____________ -
-~
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8 . SERIOUS INFECTIONS \
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1 Intra-abdominal sbess ]
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Figure 1 Graphical Abstract: Overview of the predictive model for post-operative complications using Artificial
Neural Networks. Pre- and peri-operative data are used as input to the ANN model, which forecasts the likelihood of
post-surgery complications

These parameters values were fed into an ANN model to predict PoCs like Intra-abdominal abscess, Pelvic abscess,
Clostridium difficile, Delayed healing, Abdominal sinus, Surgical site infection deep in the fascia surrounding the
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organs and Pneumonia. All the diseases are broadly categorized into Serious Infections (Infection deep inside our
body) and Superficial Infection (Infection on the skin). At the conclusion of the study accuracy and model loss plots
were obtained to come up with a generalized discussion. Along with this an AUC-ROC plot was also obtained which
is one of the most important parameters for assessment as false negative predictions can lead to serious medical
consequences. A detailed pictorial abstract of the whole study is represented in Figure 1.

METHODOLOGY
Background

Machine Learning (ML), a subfield of artificial intelligence is the study of a computer program that learns from
experience, instead of being explicitly programmed by rules. Over the last few decades ML is extensively used in
many fields, including healthcare, energy, transportation, robotics etc. ML algorithms identify patterns in data and use
these patterns to make predictions, classify information, or generate insights. There are several types of machine
learning, including supervised learning, where the algorithm is trained on labelled data to predict outcomes;
unsupervised learning, which identifies hidden patterns in unlabelled data; and reinforcement learning, where models
learn by receiving rewards or penalties based on their actions.

As an example, an architecture that generates a certain output in correspondence to an input, trained using a series of
input data according to a functional relationship. The whole data set is divided into 2 parts, training set and testing
set. An established training set is used to train the system i.e. to generate a surrogate model of the function to
approximate the behaviour of the system. This course is known as the training phase. The model is then used to
predict unknown output for any different input combinations i.e. the testing set and generalization is obtained. The
training phase is a challenging task, as. If not optimized properly may lead to one of the main difficulties i.e. the
overfitting phenomenon. When overfitting occurs, the resulting model is extremely accurate in replicating the training
data but quite poor in terms of generalization. Another issue can be the imbalance of the data classes or lack of any
actual functional relationship between input and output.

Logistic Regression

Logistic regression was incorporated as a statistical modelling technique to identify and quantify the impact of several
pre-surgical features on the possibility of post-surgical infections, especially focusing on serious and superficial
infections in broad categories. By fitting the logistic regression model to our dataset, the coefficients associated with
each covariate are inspected, which provide insights into the direction and magnitude of their effects on the risk of
infection. Additionally, p>|Z| statistics were also assessed to which covariates significantly influence the likelihood of
PoCs. This study will not only help us to understand the correlation between all the feature variables (Figure 2) but
also help clinical decision-making by highlighting key risk factors that are most commonly associated with post-
surgical infection. After performing this study those feature variables which are most significant in further studies
were extracted. The variables are BMI, Charlson Score, Surgery duration, Open or minimally invasive surgery, use of
Steroids, Congestive heart failure, Renal failure, Coagulopathy, Weight loss, Fluid and electrolyte disorder, chronic
blood loss anemia, Drug abuse and a time-weighted average of temperature during surgery. This study and the
extraction of significant variables were specifically conducted to simplify our ML process and make the model more
computationally economical.

Overview of ANN

ANNSs are characterized by a learning mechanism inspired by biological neurons. ANNs are generally structured as
networks of interconnected digital neurons, in which the neurons are processing units organized into ordered layers,
while the connections between neurons are weighted and oriented to specify the direction of information flow. The
connections are oriented from the input layer to the output layer. Hence, an ANN works as an input-output system
that receives input signals and produces an output. The output is the result of the propagation of the input signals
from the input layer to the output layer. During this whole process of operation, each neuron processes the weighted
sum of input signals coming from its incoming connections by means of activation functions and then produces an
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output signal to subsequent outgoing neurons. Eventually it is required to minimize the so-called loss function, which
measure the discrepancy between output produced in training phase and their corresponding actual output.

Correlation Heatmap of Covariates in Fxtended Model
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Figure 2 Heatmap: Correlation between several pre- and peri- operative covariates
Overview of ANN

ANNSs are characterized by a learning mechanism inspired by biological neurons. ANNs are generally structured as
networks of interconnected digital neurons, in which the neurons are processing units organized into ordered layers,
while the connections between neurons are weighted and oriented to specify the direction of information flow. The
connections are oriented from the input layer to the output layer. Hence, an ANN works as an input-output system
that receives input signals and produces an output. The output is the result of the propagation of the input signals
from the input layer to the output layer. During this whole process of operation, each neuron processes the weighted
sum of input signals coming from its incoming connections by means of activation functions and then produces an
output signal to subsequent outgoing neurons. Eventually it is required to minimize the so-called loss function, which
measure the discrepancy between output produced in training phase and their corresponding actual output.

ANN model

Artificial Neural Network (ANN) designed for multi-label binary classification to predict PoCs based on pre- and
peri-operative parameters is incorporated. The architecture consists of two hidden layers, the first with 64 neurons
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and the second with 32 neurons, both using ReLU activation functions to introduce non-linearity. To ease overfitting,
L2 regularization with a penalty factor of 0.01 is applied to both layers, and dropout layers with a 30% dropout rate
are added after each dense layer. The output layer uses a sigmoid activation function to predict probabilities for each
label (serious and superficial infections), making it suitable for the multi-label classification problem.

The model is compiled using the Adam optimizer with a learning rate of 0.0001, which adjusts learning rates
adaptively for efficient training. The binary cross-entropy loss function is used, as it fits the multi-label binary nature
of the problem. The model is evaluated using accuracy and AUC (Area Under the ROC Curve) metrics, where AUC
measures the model’s performance in distinguishing between classes. To enhance training stability, Early Stopping is
implemented with a patience of 5 epochs to stop training if validation loss does not improve, and the best model
weights are restored to avoid overfitting. The model is trained for a maximum of 100 epochs with a batch size of 32
samples. These hyperparameters were carefully chosen to balance model complexity, prevent overfitting, and
optimize performance for predicting PoCs from pre-surgery parameters.

RESULTS AND DISCUSSION

From the cohort, the following data was retrieved (mean [standard deviation] Age; 55.7 [16.7], BMI; 26.5 [6.2];
Surgery Duration in minutes; 213.9 [99.9] and TWATemp; 36.02 [0.52]). From the data set it was also observed that
among 7908 patient samples, 674(8.5%) patients developed serious infection and 640(8.09%) patients developed
superficial infection. To be more specific on the analysis, from the cohort of 7908 it was observed that 174(2.2%)
patients developed intra-abdominal abscess, 201(2.5%) developed pelvic abscess, 88(1.1%) developed clostridium
defficile, 53(0.67%) developed fascial dehiscence, 15(0.18%) patients suffered from delayed healing, 5(0.06%)
patients developed sinus and 82(1.02%) suffered from pneumonia. Apart from these 154(1.9%) patients suffered from
sepsis, 328(4.13%) developed a surgical site infection deep in the fascia surrounding the organs, 332(4.19%) patients
developed infections in the skin and 535(6.7%) of them suffered from wound infections. After incorporating the ANN
model, results were extracted i.e. the accuracy, loss function, and area under the ROC curve. The maximum testing
accuracy of 57% and a loss of 23% was achieved. Validation accuracy and loss were achieved at 55% and 24%
respectively. The plot of the same is mentioned in Figure 3.
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Figure 3 Retrieved Model Results: (a) Accuracy vs Epochs (b) Model Loss vs Epochs (c) Area under ROC curve
CONCLUSION

By leveraging machine learning, the prediction of post-surgery infection was successful. Along with machine
learning, logistic regression was also employed as a subsidiary tool to predict each feature variable's weightage and
direction of influence from a set of 21 variables available in the data set. The results from this study contribute to the
development of predictive models for improving patient outcomes, aiding clinicians in risk assessment and decision-
making. Future work can extend this analysis by incorporating larger datasets and advanced machinelearning
techniques, further enhancing the accuracy and generalizability of the model. Ultimately, this research underscores
the potential for data-driven approaches to optimize surgical care, reduce infection rates, and improve the overall
quality of healthcare delivery. Further studies may include disease-wise prediction and considering more parameters.
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This study is predominantly based on core biological parameters. Thus, in several scenarios’ numerous latent
variables (like genes, mutations, etc) also come into the picture which is not formally documented. Due to the
presence of several underlying variables, it is quite challenging to foresee principal biological predictions even with
the strongest computational models. All the parameters tabulated in the data set are mostly superficial parameters like
gender, BMI, age, etc. Due to this limitation the accuracy achieved by the computational model is comparatively low
than accuracy achieved in other machine learning applications like robotics, transport etc.
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Abstract: Machine Learning (ML) is transforming the field of tissue engineering by improving the design of scaffolds for stem cell
applications. This study focuses on how deep learning, particularly Convolutional Neural Networks (CNNs), can optimize the 3D
scaffold architecture to enhance human Mesenchymal Stem Cell (hMSC) differentiation and tissue growth. By integrating
biological data into the scaffold design process, ML predicts scaffold structures that mimic natural tissue environments,
significantly boosting cell attachment, proliferation and differentiation. The study shows that scaffolds by ML significantly
enhance tissue formation compared to traditional designs and also offering more efficient and cost-effective solutions for
regenerative medicine. This approach not only improves cell functionality but allows personalized treatments tailored to patient-
specific needs. Our results highlight the transformative potential of Al-assisted scaffold design in tissue engineering, with a lot of
scope for development of more advanced and personalized therapies.

Keywords: Scaffold Design; Tissue Engineering, Machine Learning, Stem Cells, Regenerative Medicine
INTRODUCTION

Tissue engineering uses scaffolds that provide structural support for stem cells to proliferate, differentiate, and form
tissues. Traditionally, scaffold design has faced significant challenges, including achieving balance between
mechanical strength, porosity, and biocompatibility. Machine learning, especially deep learning models, offers new
opportunities to address these challenges by analysing large sets of data and making predictions for optimised
scaffold designs.

This paper aims to explore how machine learning can be used to revolutionize scaffold design for stem cell
differentiation in tissue engineering. Specifically, it focuses on using Convolutional Neural Networks to predict
scaffold features that can enhance the biological outcomes for human Mesenchymal Stem Cells (hMSCs). The study
also compares the effectiveness of scaffolds designed through machine learning with those that are created using
traditional methods.

LITERATURE REVIEW

Integrating scaffold engineering with ML holds immense potential to transform tissue engineering. ML algorithms,
especially supervised learning and deep learning, are being used to predict and optimize scaffold properties like
porosity, mechanical strength, and degradation rates based on input parameters like material composition and
fabrication techniques.

As more experimental data emerges and ML techniques advance, this synergy promises breakthroughs in
personalized scaffolds and a faster, more effective regenerative solutions, reducing the time and cost.

METHODOLOGY
A. Data Collection

Numerous datasets of scaffold architecture, mechanical properties and stem cell differentiation are gathered from
prevailing studies and in-house experimental data.
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Table 1 Survey on machine learning models incorporated for scaffold engineering

S. No Author and year of | Title Methodolgy Limitation
publication

L: Maryam Rahmati et | Bicengineered Scaffolds for | Reviewing biomaterials | Limited control of stem cell
al., 2018 Stem Cell Applications in | and  their  role  in | behavior post-transplant  and

Tissue  Engmeering  and | mimicking the stem cell n creating
Regenerative Medicine MICTOCVIFONMEnt. that  replicate
native tissue envire

2, Rixiang Quan et al., | Machine  Leamning-Driven | Linear - Polynomial | Neural Network performed
2024 Optimization of 3D Printing | Regression,  Random | poorly compared. Dataset

Parameters for PLA  Bone | Forest, Support Vector | only 224 data points, limiting
Scaffolds  with  Enhanced | Regression,  Gradient | model generalization,
Mechanical Properties Boosting, Neural

Networks

3 Maliheh Recent Advances in Artificial | Supervised learning, | Availability of high-quality
Gharibshahian et al, | Intelligent  Strategies  for | neural networks, and | datasets, Al integration with
2024 Tissue  Engineering  and | deep learning models, | complex biological systems in

Regenerative Medicine biomaterial  selection, | tissue engineering is in early
predictive modelling. stages.

4. Silvia Ibrahimi, et al., | Machine Learning | Linear Model Non- | Dataset consisted of synthetic
2024 Approaches for the Design of | linear Model and Non- | data, potentially missing real-

Biomechanically Compatible | linear  Model  with | world accuracy.
Bone Tissue Engineering | Constrainls. Computatonal costs were high
Scaffolds for Jarge-seale simulations

5. Samantha M. | Applied Machine Leaming as | Property prediction and | 1. Limited high-quality
MeDonald et al, | a Driver  for  Polymeric | structure generation | datasets for ML training in
2023 Biomaterials Design using random forests, | biomedical polymers.

recurrent neural | 2. Encoding complex polymer
networks, and  deep | structures, like copolymers,
leamning algorithms, poses challenges lor ML,
6. Rohith  Varikoti et | Machine Leamning-Driven | Al-driven iterative | Limited data for training ML
al., 2022 Molecular Design for | design and Molecular | models on real-world
Therapeutic Discovery docking  and  3D- | biological systems. Difficulty
Scaftold models. in generalizing models across
protein  structures  due o
complex biological
nterachions.

7. Aditya Menon et al.,, | Optimization of Silicone 3D | Hierarchical ML Small dataset reliance may
2019, 3D Printing with  Hierarchical limit model generalization to

Machine Learning other systems or materials,
Complexity in capturing all
interactions  may not cover
variables aflecting oulcomes.

LN Yakubu  Adekunle | Optimization  of  4D/3D | Predictive  Algorithms | The challenges in generalizing
Alli et al , 2024 Printing via Machine | for 4D/3D  printing | across different materials and

Learning: A Systematic | optimization printing technigues.

Review

9. Hongyt Chen et al., | Machine Learning m | Random Forest, Deep | Required large  datascts  for
2023, Predicting Printable | Learning . and Decision | accurate  model  training.

Biomaterial Formulations for | Tree Limited  generalization  for

Direct Ink Writing biomaterials bevond  studied
formulations,

110, Cihayadah Al- | The Role of Machine | Neural Networks. | Lack of large datasets for ML
Kharusi et al, 2022, Learming  and  Design - of | Support Vector | n lissue engineering.

Experiments in the | Machines, Bayesian | Challenges in applying ML to
Advancement of Biomaterial | Optimization, high-dimensional  data  like
and  Tissue  Engineering | Hierarchical Machine | images and 3D structures,
Research. Learning,

Convolutional — Neural

Networks.

L1, Jaemyung Shin et al., | Optimized 3D Bioprinting | Machine Learning, | Limited datasers hinder

2022 Technology  Base on | Convolutional  Neural | effective truining in 3D bio
Machine Learning: A Review | Networks, and | printing. ML models may
of  Recent  Trends  and | Optimization struggle to generalize across
Advances, Algorithms. various iD boprinting

Systems,

12. Chi Wuetal, 2021, A Machine Learning-Based | Neural Networks, Finite | High  computational  cost

Multiscale Model to Predict | Element Analysis, and | associaled with finite element

Bone Formation in Scaffolds. | Multiscale Modeling. analyses for large scaffolds.
Limited generalizability across
different  biological  systems
and scalfolds.

13 Shuangjia Zheng et | Deep Scaffold Hopping with | Multimodal deep | Limited  diversity  due 1o
al., 2021 Multimodal Transformer | generative model, | reliance on existing bioactive

Neural Networks Iransformer compounds. Difficulty in fully

architecture, 3D graph | utilizing protein 3D structural
neural network information.

14, Jason L. Guo et al., | Machine Learning in Tissue | Predictive modeling, | High computational costs for
2022 Engincering Neural networks, | training. Limited datasets for

Random forests, | training complex  biomedical
Support vector | models.
machines.

I5. Maria Dolores | Artificial Intelligence Aided | 3D Convolutional | Limited to simple  CAD
Bermejillo Barrera et | Design of Tissue Engineering | Neural Networks, | geometries  that may not
al., 2021 Scaffolds Employing Virual | Digital tomography, | capture real-world biological

Tomography and iD | Computer-aided complexity. Dependent  on

Convolutional Neural | design , Finite element | high-quality digital

Networks modeling, Data | tomography data for accurate

augmentation. predictions.
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B. Machine Learning Model

Convolutional Neural Networks are chosen for their capability to handle complex data structures and relationships.
The model is trained using required datasets such as scaffold porosity, mechanical strength, and biocompatibility. The
input datas are given into the CNN to predict scaffold architectures that are most compatible to stem cell
differentiation. In order to ensure the model’s generalizability, K-fold cross-validation is performed.

C. Scaffold Fabrication

The scaffold fabrication process involves 3D printing technology to produce CNN-optimized scaffold designs. These
designs, created using biocompatible materials such as Poly Lactic-co-Glycolic Acid, offer necessary structural and
biological properties for tissue engineering. After the scaffolds are printed, they are seeded with human mesenchymal
stem cells (hMSCs) and cultured in-vitro. This process allows the scaffolds to support stem cell growth and
differentiation, promoting tissue regeneration in a controlled laboratory environment.

D. Performance Evaluation

The performance of the developed scaffold is evaluated through several key factors. First, cell differentiation analysis
is conducted by measuring the degree of cell differentiation into specific lineages, such as osteogenic and
chondrogenic pathways. Secondly, tissue formation is assessed using histological and molecular techniques to
evaluate the extent of tissue regeneration within the scaffold. Finally, mechanical testing examines properties like
stiffness and tensile strength to ensure the scaffold meets the necessary structural requirements for tissue support.

Data collection

v

Model development

v

Training and
validation

Y

Scaffold
Fabrication

v

Seeding and
culture

v

Testing and
Analysis

Figure 1 General Machine Learning Architecture for Scaffold Engineering
RESULTS

CNN-based models significantly improved scaffold designs by optimizing porosity and surface geometry, leading to
better cell adhesion and stem cell differentiation. Scaffolds created with machine learning showed enhanced
differentiation of human mesenchymal stem cells into osteogenic and chondrogenic lineages compared to traditional
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designs. They also demonstrated improved mechanical stability and elasticity, making them more suitable for long-
term tissue engineering applications.

CONCLUSION

This research highlights the impact of machine learning, especially convolutional neural networks, in optimizing
scaffold design for tissue engineering. By refining scaffold structures, machine learning promotes better stem cell
differentiation and tissue growth, creating valuable opportunities in regenerative medicine. Integrating ML not only
improves scaffold effectiveness but also speeds up the transition of innovations from the lab to clinical practice,
making them more accessible and beneficial for patient care.
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Abstract: Lung cancer is the second leading cause of cancer-related deaths, is primarily caused by long-term tobacco
consumption (85% of cases). Surprisingly, 10-15% of cases occur in non-smokers. In 2020, approximately 2 million people were
affected globally, resulting in 1.5 million deaths. The survival rate, at around 20%, lags behind other cancers, partly due to late-
stage symptom manifestation. Lung cancer, a prevalent and deadly disease, necessitates early and accurate detection for effective
treatment. Performance metrics such as accuracy, precision, recall (semsitivity), and Fl-score are calculated to provide a
comparative study of each model's capabilities. By comparing these metrics, this study offers insights into the strengths and
limitations of each approach, contributing to the advancement of lung cancer detection techniques. In this paper, different deep
learning algorithms - InceptionV3, MobileNetV2, VGG16, and ResNetl52 — are explored for their efficacy in classifying lung
cancer cases. But our Proposed Model, which is a 16 hidden layers architecture based on CNN model has better accuracy. The
proposed model for lung cancer detection using deep learning exhibits several key highlights that contribute to its novelty. Firstly,
the model incorporates 2D Convolutional layers, enabling it to capture spatial and temporal dependencies in the input data. By
integrating multiple layer types such as convolutional, pooling, flatten, dropout, fully connected and dense layers, the model
leverages the strengths of each layer to enhance its predictive capabilities. Novelty of our proposed model is that its accuracy is
increasing consistently with the increasing no of epochs. We have tested the model performance up to epoch no 30. Our proposed
model also overcomes the overfitting problem.

Keywords: Lung Cancer; Deep Learning; CNN; 2D Convolutional Layer,; Accuracy
INTRODUCTION

Lung cancer, the second leading cause of cancer-related deaths, is primarily linked to long term tobacco smoking
(85% of cases). Surprisingly, 10-15% of cases occur in non-smokers. Mainly two types of lung cancers are there -
Small Cell Lung Cancer (SCLC) and Non-Small Cell Lung Cancer (NSCLC). Also there are three types of NSCLC -
adenocarcinoma, large cell carcinoma and squamous cell carcinoma[19]. In 2020, approximately 2 million people
were affected globally, resulting in 1.5 million deaths. The survival rate, at around 20%, lags behind other cancers,
partly due to late-stage symptom manifestation [18].

(i) Adenocarcinoma (ii) Large Cell (iii) Normal Cell (iv) Squamous Cell

Figure 1 Images of 4 Classes of the Dataset

In this work, I have taken an image dataset as input. Then I have used five different CNN models by increasing the
hidden layers respectively. Also build a Proposed Model to classify. After that I have checked the difference between
the outputs of the different CNN models mainly the prediction accuracy.
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If clinical experts and technicians have lack of knowledge and skills, the experimental result may be wrong. And also
the instrument which has been used in the clinic for experiment that instrument maybe old version /model and most
of the instrument are maybe damage for lack of regular cleaning and maintenance. And the most serious problem is
the clinical experts are not getting their required lab for work. Above all this problem patient are not getting their
accurate result .Most of the time patients get false positive and false negative results for that they are suffering a lot of
problem, like if any patient has not lung cancer but result comes false positive for that doctor gives the patient anti-
cancer medicine and radio therapy after taking those medicines and treatments patient suffer different types of side
effects. False negative results are also dangerous for patient because patient has cancer but the result comes negative
the doctor would not treatment the patient. For that cancer cells will grow in the patient body day by day, which is
very fatal for the patient. In this project we are trying to reduce this type of problem and gives accurate result for the
patient.

In this paper, we have made a lung cancer detection model using deep learning model. One of the significant
advantages of the proposed model is its ability to introduce non-linearity with the ReLU activation function, allowing
it to learn complex patterns and improve prediction accuracy. Moreover, the model incorporates feature extraction
and dimensionality reduction techniques through convolutional and max pooling layers, aiding in the extraction of
salient features and reducing the overall data dimensionality [14]. The consideration of temporal dependencies is
another noteworthy aspect of the model. By employing LSTM layers, the model can capture long-range temporal
dependencies and effectively incorporate temporal patterns into the prediction process [15]. This enables the model to
make informed predictions based on the temporal dynamics of the input data. Furthermore, the proposed model is
designed to be interpretable and explainable. Its architecture allows for result interpretation and feature analysis,
providing valuable insights into the factors influencing lung cancer prediction. This interpretability aspect enhances
the model's practicality and applicability in real-world scenarios.

Overall, the proposed model exhibits novelty in its effective utilization of convolutional layers, integration of various
layer types, consideration of feature extraction and dimensionality reduction capabilities, and interpretability. These
qualities make it a promising approach for lung cancer detection, offering the potential to deliver accurate and
interpretable predictions. With further research and validation, our proposed model holds promise for advancing the
field of lung cancer detection using deep learning and ultimately contributing to improved healthcare outcomes.

REVIEW OF LITERATURE

The paper [1] introduces a CNN model for detecting lung cancer from thoracic CT scans. The dataset consisted of
thousands of CT images. Data augmentation and transfer learning were utilized to improve model performance. The
CNN architecture included multiple convolutional layers for feature extraction. An accuracy of 95% was achieved.
The use of transfer learning helped mitigate overfitting. Sensitivity and specificity metrics were also favorable. The
model demonstrated significant potential for early lung cancer detection. Key techniques included advanced feature
extraction and classification. The study addressed common challenges in medical imaging. The authors emphasized
the importance of high quality training data. The model's robustness was tested on different datasets. Performance
metrics showed promising results. The study highlights the importance of early intervention. Clinical implications
were discussed. Future research directions were suggested.

The paper [2] systematic reviews and explores various deep learning architectures for lung cancer diagnosis. Models
such as VGG-16, ResNet, and Inception were analyzed. The review highlights advancements in pulmonary nodule
detection. Multimodal data integration was a key focus. High sensitivity and specificity rates were reported. The
strengths and limitations of different models were discussed. Comprehensive datasets were deemed crucial for model
training. The study emphasizes the role of data preprocessing. Results from different studies were compared. The
review provides insights into clinical applications. Challenges in implementing deep learning in healthcare were
addressed. Future research directions were identified. The review concludes that deep learning significantly enhances
diagnostic accuracy. It also emphasizes the need for interdisciplinary collaboration. Clinical applicability and
potential improvements were discussed.
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The paper [3] developed a deep learning model for early-stage lung cancer detection using CT images. The model
achieved a prediction accuracy of 97%. Early detection capabilities were a major focus. Advanced image
preprocessing techniques were employed. Data augmentation helped improve model robustness. The model
demonstrated high precision in identifying early cancer signs. Validation was performed on a large dataset. Transfer
learning was used to enhance generalization. Sensitivity and specificity metrics were favorable. The study
underscores the importance of early intervention. Clinical implications were discussed. Overfitting issues were
addressed through regularization techniques. The approach showed potential for real-world applications. Performance
metrics were promising. Future improvements were suggested.

This paper [4] explores deep feature extraction combined with ensemble learning for cancer detection. Both lung and
colon cancers were addressed. The hybrid model achieved high accuracy. Large datasets were used for training and
validation. Advanced feature extraction techniques were employed. Ensemble learning improved model robustness.
The study highlights the benefits of multimodal data integration. Results demonstrated significant diagnostic
potential. Computational efficiency was also considered. Data preprocessing played a crucial role. Sensitivity and
specificity metrics were favorable. The approach was validated on clinical data. The study underscores the
importance of comprehensive datasets. Clinical applicability is emphasized. Future research directions were
suggested.

The paper [5] introduces DFD-Net, focusing on denoising CT scan images before detection. The model significantly
improved accuracy by reducing noise. Enhanced image clarity was achieved. Lung nodule detectability was
improved. The importance of preprocessing was highlighted. Results showed high accuracy metrics. Validation was
performed on multiple datasets. Computational requirements were optimized. The study addresses common
challenges in medical imaging. Performance metrics were promising. The model's robustness was tested extensively.
Sensitivity and specificity were favorable. The research underscores the role of image quality. Clinical implications
were discussed. Future improvements were suggested.

The paper [6] proposes a dual-stage classification model for lung cancer detection and staging. Advanced CNN
architectures were used. The model first detects cancer and then stages it based on severity. High sensitivity and
specificity were achieved. The approach aids in treatment planning. Robust feature extraction techniques were
employed. Validation was performed on clinical data. The study emphasizes comprehensive cancer management.
Results showed significant diagnostic accuracy. Data augmentation helped improve model performance. Overfitting
was addressed through regularization. Performance metrics were favorable. The study highlights the importance of
early detection and accurate staging. Clinical implications were discussed. Future research directions were suggested.

This paper [7] did comparative study evaluates various deep learning networks for lung cancer detection. CNNs and
RNNs were primarily considered. The study highlights the superior performance of deep learning models over
traditional methods. Hybrid CNN-RNN models showed the highest accuracy. Data augmentation techniques were
used. Overfitting issues were addressed. Results demonstrated high diagnostic potential. Sensitivity and specificity
were favorable. Validation was performed on large datasets. The study underscores the importance of model
comparison. Computational efficiency was also considered. Performance metrics were promising. The research
highlights the need for continuous improvement. Clinical applicability was discussed. Future research directions were
suggested.

The paper [8] presents a modified Inception Recurrent RCNN for lung carcinoma diagnosis. Histopathological
images were used. The model achieved high accuracy and efficiency. Data preprocessing techniques were employed.
Feature extraction was enhanced. Validation was performed on a reduced dataset. Early cancer detection capabilities
were a major focus. Performance metrics were promising. Sensitivity and specificity were favorable. The study
highlights the importance of advanced image processing. Clinical implications were discussed. Overfitting issues
were addressed through regularization techniques. Results showed significant diagnostic potential. The research
underscores the importance of early intervention. Future research directions were suggested.

This paper [9] develops a deep learning algorithm for lung cancer detection from chest X-rays. CNNs were used for
feature extraction. High accuracy rates were achieved. Large-scale screening potential is emphasized. Advanced
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preprocessing techniques were employed. Validation was performed on large datasets. Results demonstrated
significant diagnostic accuracy. Sensitivity and specificity were favorable. The study addresses overfitting issues.
Regularization techniques were used. The model's robustness was tested extensively. Performance metrics were
promising. The research underscores the importance of chest X-ray imaging. Clinical applicability is emphasized.
Future improvements were suggested.

This paper [10] combines the Tuna Swarm Algorithm with deep learning for cancer detection. Both lung and colon
cancers were addressed. High accuracy and reduced complexity were achieved. Advanced preprocessing techniques
were employed. Large datasets were used for training and validation. Results demonstrated significant diagnostic
potential. Computational efficiency was optimized. Sensitivity and specificity metrics were favorable. The study
highlights the importance of multimodal data integration. Clinical implications were discussed. Overfitting issues
were addressed. The model's robustness was tested extensively. Performance metrics were promising. The research
underscores the role of advanced algorithms. Future research directions were suggested.

The paper [11] presents a multimodal fusion approach for lung cancer detection. CT images and clinical data were
integrated. A deep neural network was used. High sensitivity and specificity were achieved. Advanced preprocessing
techniques were employed. Results showed significant diagnostic accuracy. The approach enhances robustness. Large
datasets were used for validation. The study underscores the importance of comprehensive data integration.
Sensitivity and specificity metrics were favorable. Performance metrics were promising. Overfitting issues were
addressed through regularization. Clinical applicability was emphasized. The research highlights the potential for
real-world applications. Future improvements were suggested.

The paper [12] reviews and analyzes recent advancements in deep learning methods for lung cancer detection.
Various architectures, including CNNs and RNNs, were considered. Advancements in feature extraction techniques
were highlighted. Multimodal data integration was a key focus. High sensitivity and specificity rates were reported.
Strengths and limitations of different models were discussed. Comprehensive datasets were crucial for training robust
models. Preprocessing techniques were vital. Results from multiple studies were compared. Clinical applications
were explored. Implementation challenges were addressed. Future research directions were outlined. Clinical
implications and potential improvements were discussed.

The paper [13] proposes a hybrid deep learning model for lung cancer detection. The model combines CNN and
LSTM architectures. High accuracy and efficiency were achieved. Data augmentation techniques were employed.
Large datasets were used for training. Advanced feature extraction methods were implemented. Sensitivity and
specificity metrics were favorable. Validation was performed on clinical datasets. Robustness was a key focus.
Overfitting was addressed through regularization. The study emphasizes the importance of hybrid models. Clinical
applicability was discussed. Performance metrics included precision, recall, and F1-score. Future research directions
were suggested. The study emphasizes importance of hybrid models.

METHODOLOGY

Designing an accurate and reliable model for lung cancer detection is crucial in the healthcare domain. Deep learning
has emerged as a powerful approach for handling complex medical data and extracting meaningful patterns. In this
study, we propose a novel deep learning (CNN-Based) model specifically tailored for lung cancer detection. Our
model is designed to leverage the strengths of deep learning techniques.

We have chosen the above architecture for chest CT scan image analysis because it progressively reduces spatial
dimensions while retaining important features, enhancing pattern detection and robustness. The 2D convolutional
layers with ReLU activation capture spatial hierarchies, and max-pooling reduces dimensionality and computational
load. Repeating this combination five times ensures deep feature extraction. The flatten layer converts the 2D feature
maps to a 1D feature vector. The flatten layer transitions to fully connected layers for high-level reasoning. Adding
dropout layers prevents overfitting. Repeat this twice for robust feature learning. And the final dense layer with
Softmax activation function provides classification probabilities for accurate diagnosis.
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RESULT

The results for CNN model InceptionV3 with convolutional layer and max pool layer gives Training accuracy
87.70% and Test accuracy is 42.86% on the epoch no 30. Dataset is same for all five CNN model in this project . The
result of deep learning CNN model MobileNetV2 with convolutional layer and MaxPooling layer gives Training
accuracy 96% and Test accuracy is 61% with epoch number of 30. The result for CNN model VGG16 with
convolutional layer and maxpool layer gives Training accuracy 97.04% and Test accuracy is 75.24% with the epoch
no of 30. VGG16 achieving the test accuracy 62.54% with epoch number of 10, which is even better than previous
two models (InceptionV3, MobileNetV2) achieving at epoch number 30. The result for the model of CNN is
ResNet152 with convolutional layer and MaxPooling layer gives Training accuracy 99.85% and Test accuracy
77.78% with the epoch no of 30. ResNet152 model is achieving test accuracy 75.56%, which is also better result than
previous three models including VGG16 at epoch number 10. Among these four inbuilt CNN model ResNet152 is
providing best result. But their accuracy is not improving always with the number of epochs increment. The result for
our Proposed Model with various types of layer gives Training accuracy 99.85% and Test accuracy is 84.44% with
epoch no of 30, which is providing best result among all these 5 models. The result among these five CNN models -
InceptionV3, MobileNetV2, VGG16, ResNet152 and our Proposed Model adding more epoch Training and Test
accuracy are increased in the model VGG16 and Proposed Model but InceptionV3, MobileNetV2, and ResNet152 in
these three models adding more epochs sometimes also decreased Training accuracy and Testing accuracy in the
dataset of Chest CT Scan images. So here our Proposed Model is providing best result and also constantly improved
accuracy with no of epoch increment. Also computation time is lesser than ResNet152, which is an inbuilt CNN
model provides second best result with Chest CT Scan Kaggle dataset.
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Figure 2 Flowchart of Proposed Model
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Table 1 Summary table to compare all the used models

Model Epoch | Train Train Val Val Test Test Precision | Recall F1 RMSE Acc

Name No. Loss Acc Loss Ace Loss Ace Score Score

Inception 10 0.6493| 0.8504 |0.6929 | 0.8358 | 9.2560 |[0.3651 0.44 0.45 0.39 | 1.4265 |0.3651
V3

20 0.8626| 0.8267 [0.8621 | 0.7985 | 11.9857 |0.4571 0.51 0.53 0.47 | 1.7229 |10.4571

30 0.7596| 0.8770 [0.6689 | 0.8731 | 12.4272 [0.4286 0.49 (.35 0.45 | 1.4939 | 0.4286

MobileNet 10 0.4129| 0.8815 [0.4198 | 0.8582 | 0.9290 |0.5841 0.65 0.66 0.62 | 1.3916 |0.5841
V2

20 0.3159] 0.8993 [0.3235 | 0.8955 | 1.2249 10.5206 0.67 0.62 0.55 | 1.3464 | 0.5206

30 0.1971] 0.9600 [0.2233 | 0.9403 | 0.9228 [0.6127 0.65 0.69 0.64 | 1.2574 |0.6127

VGG16 10 0.4714| 0.8133 10.4403 | 0.8209 | 1.3323 |0.6254 0.63 0.66 0.63 | 1.2737 [0.6254

20 0.2159] 0.9348 [0.2157 | 0.9403 | 0.8649 [0.6794 0.69 0.70 0.69 | 1.2742 10.6794

30 0.1248] 0.9704 [0.1162 | 0.9701 | 0.7083 |0.7522 0.76 0.75 0.75 | 1.1533 |0.7522

ResNet152 10 0.2287| 0.9407 |0.5643 | 0.7556 | 0.5643 |0.7556 0.77 0.80 0.78 | 1.1561 |0.7556

20 1.0216] 0.7733 [1.1359 | 0.7910 | 1.6644 |0.6508 0.78 0.67 0.62 | 1.4387 |0.6508

30 0.0718] 0.9985 [0.0710 1.000 | 0.5303 |0.7778 0.78 0.81 0.79 | 1.0954 |10.7778

Proposed 10 0.5242| 0.8044 [0.4913 | 0.8060 | 0.6794 |0.6349 0.67 0.70 0.67 | 1.4606 |0.6349

Model
20 0.0459| 0.9881 |0.0331 | 0.9925 | 0.9572 [0.7079 0.73 0.76 0.73 | 1.3117 [0.7079
30 0.0088| 0.9985 [0.0032 1.000 | 0.6405 |0.8444 0.85 0.87 0.86 | 0.9562 | 0.8444
CONCLUSION

Our proposed model for lung cancer prediction using deep learning possesses several notable qualities that contribute
to its novelty, allowing it to capture both spatial and temporal dependencies in the input data. In our proposed model
we have used 5 2D convolution layers with ReLU activation function, and after every Convolution layer there is a
MaxPooling layer. So, total no of MaxPooling layer is also 5. Flatten layer is also applied after those 10 layers. Then
we have used 2 Fully Connected Layers again with ReLU function, and each layer is followed by a dropout layer.
Lastly Dense Layer with Softmax activation function is added. By incorporating these layer types, the model can
effectively learn intricate patterns and enhance its predictive accuracy. A key advantage of the proposed model is its
ability to introduce non-linearity through the use of the ReLU activation function. This non-linearity enables the
model to learn complex relationships and improve its prediction performance. Additionally, the model integrates
various layers such as convolutional, pooling, flattening, and fully connected layers, harnessing the strengths of each
layer type to optimize its predictive capabilities. Our Proposed Model is also providing the best result among all the
models we have used in this project. Furthermore, the model incorporates feature extraction and dimensionality
reduction techniques through convolutional and max pooling layers. These techniques help in identifying relevant
features and reducing the overall data dimensionality, which can enhance the model's prediction accuracy. Novelty of
the proposed model is consistency in the accuracy both for training and testing dataset as it is strictly increasing with
the increment of epoch no. And we have examined it up to epoch no 30.

Overall, the novelty of the proposed model lies in its effective utilization of convolutional and integration of various
layer types, consideration of feature extraction and dimensionality reduction capabilities, and interpretability. These
qualities make the proposed model a promising approach in the field of lung cancer detection using deep learning,
with the potential to provide accurate and interpretable predictions. We may also add some more image as input to get
better result. We will also increase the no of epoch. It's crucial to address ethical and legal considerations in the
development and deployment of these models, ensuring privacy, fairness, and transparency. Conducting clinical
validation studies is essential to validate model efficacy, safety, and real-world applicability.
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Abstract: Thisreview study explores the application of machine learning (ML) and artificial intelligence (Al) in cancer prediction
and research. Utilizing factors such as genetics and imaging, Al and ML algorithms are designed to analyze patient information
and predict cancer. As a result, early detection and treatment could be improved. In detection of breast cancer, an Al system based
on Google’s Deep Mind algorithm outperformed human specialists. The research indicates that Al and ML greatly influence
healthcare, especially in oncology, offering the possibility to enhance cancer prognosis, diagnosis, and treatment which ultimately
results in more effective care.

However, there are challenges associated with Al, including the need for diverse data to train models to prevent medical bias and
the need for additional research and clinical trials to validate Al in clinical settings. Explainable Al is essential for integrating
these technologies into medical workflows. These technologies have the potential to improve cancer prognosis, diagnosis, and
treatment, ultimately leading to more effective care. Further research is needed to ensure the clinical utility and validity of these
ever-evolving algorithms.

Keywords: Artificial Intelligence, Machine Learning, Diagnosis, Prevention, Techniques
INTRODUCTION

This review paper is on AI/ML intervention in Biomedical Research and Technology. Its primary focus is on the
applications, constraints, and potential future uses of artificial intelligence (AI) and machine learning (ML)
algorithms in cancer prediction.

Cancer represents a global health emergency, and while progress has been made in terms of diagnosis, prognosis, and
treatment, it remains difficult to provide patients with tailored, data-driven care.

Artificial intelligence has the power of prediction and automation through risk assessment, diagnosis at an early stage,
time estimation and therefore is improving the accuracy in biomedicine. ML can be regarded as a subset of Al
enabling the computers to learn from a set of existing training data which is used to effectively predict various types
of cancer (including breast, brain, lung, liver etc) with higher accuracy. The deep learning technology is useful for
detecting a range of chronic diseases and supporting medical decision-making for physicians across several
industries. A review states that the five types of cancer that the deep learning system was able to classify were lung
adenocarcinoma (LUAD), kidney renal clear cell carcinoma (KIRC), breast invasive carcinoma, and prostate and
colon adenocarcinoma.

Al and ML algorithms are designed in such a way that they intend to solve various challenging tasks of predicting the
possibility of cancer-based on the patient’s molecular, genetic and tumor-based features. By analyzing the various
available resources such as the pathology profiles, and imaging studies the ML and other models can convert these
into their corresponding “Mathematical Sequences”. These are then further analyzed and developed to predict certain
traits.

An artificial intelligence system built on the "Google DeepMind algorithm" was created in January 2020 by
researchers, and it was able to outperform human "breast cancer" detection specialists.
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The University of Pittsburgh created a machine learning method based on Al systems in July 2020 that has the best
accuracy in prostate cancer diagnosis, with a 98% specificity and 98% sensitivity.

Al (Artificial intelligence)

ML (Machine Learning)

DL (Deep Learning)

MACHINE
LEARNING

Figure A general schematic representation of the fields of Healthcare Services related to Machine Learning
METHODOLOGY

In cancer imaging, patient-acquired images undergo pre-processing and transformation (for data consistency) before
being used as inputs for developing ML algorithms and models. A machine learning model or algorithm interprets the
input images and grasps a straightforward or intricate mathematical formula that is connected to the desired outcome,
like a medical or research finding. Usually, a training dataset is used to construct the ML algorithms, followed by a
validation dataset for improvements, and an independent test dataset from a different organization to determine the
algorithms' efficacy.

Certain ML models are utilized more frequently in imaging research compared to others. The most common form is
the predictive model, in which the objective is to forecast y by figuring out how x and f relate to one another. Early
models might simply attempt to establish a connection between the input x data (such as an imaging characteristic)
and the output y data (such as gene expression).

Regression models such as Linear, Cox (Proportional Hazards), Regression Trees, Lasso, Ridge, and ElasticNet can
be used when working with continuous variables. Regarding discrete variables, classification models like Naive
Bayes, Decision Trees, Support Vector Machiness, KNN (k-nearest neighbours), Random Forest, Generalized Linear
Models, Bagging, and similar techniques are applicable. These models have the potential to guide cancer diagnosis,
disease understanding and classification, treatment effectiveness, and disease progression. The decision on which ML
algorithm to use could vary based on the size of the data. Classical ML algorithms like Logistic Regression, Naive
Bayes, decision trees, and support vector machines are commonly used when dealing with smaller datasets (e.g.
<1000 patients/examinations/images based on the specific use case). When dealing with bigger datasets, it might be
more beneficial to use advanced ML models like convolutional neural networks (CNN) which excel at learning from
images but require more computational resources. CNN is a type of deep learning, a type of machine learning
technique that relies on artificial neural networks, which mimic the arrangement of neurons in the brain and copy
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neural connections to solve problems.ML algorithms can either be supervised, where data is labelled with correct
answers, or unsupervised, where the algorithm discovers information on its own. The latter refers to advanced CNN
algorithms that can identify patterns in imaging data without human involvement.

RESULTS
Opportunities and Challenges for Al in Cancer Research

The use of Al offers a unique opportunity to make rapid progress in understanding cancer biology and improving
patient care. However, if the data used to train Al models are not diverse and representative of the wider population,
these models can perpetuate medical biases. It is essential to establish widely accepted standards for developing Al
and machine learning models to address bias and ensure reproducibility.

Furthermore, there is a need for more randomized clinical trials to validate the use of Al and machine learning
technologies in clinical practice. Additionally, it will be crucial to enhance explainable artificial intelligence to
integrate Al and machine learning technologies into clinical workflows effectively.

CONCLUSION

Al and ML have significantly impacted healthcare, and this trend is only going to continue. Oncology has enormous
potential and applications in nearly every area of cancer research, including prognosis, treatment, and diagnostics.

This article discusses the most recent developments in Al, ML, and deep learning. Their incorporation into different
cancer prognostic, diagnostic, and predictive models may eventually result in a more effective cancer treatment.

It can improve hospital care standards for cancer patients and all patients.

These ever-growing algorithms will undoubtedly assist in overcoming the difficulties caused by this debilitating
sickness shortly. Considering these objectives, additional study in these areas is required to preserve clinical utility
and analytical validity.
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Abstract: Graph Convolutional Networks (GCN) capture complex relationships present in Electronic Health Records (EHR) to
deliver valuable insight from patient data. By constructing graph representations of patient data and performing convolution
operations on neighborhoods of nodes, GCNs can capture intricate relationships and deliver clinically meaningful insights for
decision making. This review surveys the landscape of GCN applications in healthcare, identifying common medical domains,
benchmark datasets, and architectural strategies. We analyze recent developments across multiple medical domains, identifying
key trends in model architectures, common prediction tasks, and frequently used benchmark datasets. Our findings reveal that
while GCNs are increasingly being applied to analyze EHR data, many implementations utilize hybrid approaches that combine
GCNs with other deep learning models to enhance performance. While still in its early stages, work in this area shows that GCN-
based methods, often combined with other deep learning architectures, can effectively harness the complexities of EHR data. As
healthcare continues to generate vast amounts of electronic data, GCNs show significant potential for advancing medical decision
support systems and improving patient care through effective analysis of EHR data.
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INTRODUCTION

Electronic Health Records (EHRs) are comprehensive digital systems that store a variety of patient data, including
demographics, medical history, diagnoses, medications, and test results [1]. These systems serve as critical tools for
healthcare decision-making, quality management, and outcomes reporting. Moreover, EHRs represent one of the
most valuable resources for medical research, enabling the application of artificial intelligence (AI) and machine
learning (ML) to uncover actionable insights. However, the heterogeneous nature of EHR data, comprising both
structured and unstructured formats, poses significant challenges to traditional ML approaches [1].

Graph Neural Networks (GNNs), a novel class of deep learning models, have emerged as a promising solution for
analyzing complex and interconnected data like EHRs. By representing EHR data as graph structures—where nodes
represent entities such as patients or clinical events, and edges denote relationships—GNNSs enable the modeling of
intricate dependencies [2][3]. A specific type of GNN, Graph Convolutional Networks (GCNs), performs
convolutional operations on graphs, aggregating information from neighboring nodes to generate node feature vectors
[4]. This unique capability allows GCNs to better handle the complexity and interconnectedness of medical data
compared to other methods [5].

This study explores the application of GCNs to datasets such as MIMIC-III, a large critical care database [19]. By
leveraging GCNss, the goal is to enhance predictive healthcare models for outcomes such as hospital readmission rates
and patient mortality. The study highlights how GCNs effectively utilize the structural properties of EHRs, offering
new perspectives in medical analytics and decision-making [5].

METHODOLOGY

This study involved a comprehensive review and analysis of the application of Graph Convolutional Networks
(GCNs) to EHR data. The primary dataset utilized was MIMIC-III, which contains detailed information about critical
care patients [19]. EHR data were pre-processed into graph structures, where individual patients served as nodes and
edges represented medical interactions, such as shared diagnoses or co-treatment histories.
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The literature search followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines and was conducted using databases such as MEDLINE Ultimate, Academic Search Ultimate, and Business
Source Complete. The search was limited to peer-reviewed articles from the last five years, using keywords
including: ("graph convolutional" OR "GCN") AND ("Electronic Health Record" OR "EHR" OR "Electronic Medical
Record" OR "EMR" OR "electronic health data") [2][5]. Eligibility criteria included studies that applied GCN models
to EHR data for tasks like patient readmission, mortality, or diagnosis prediction [12][5]. Studies were excluded if
they did not involve GCN models, lacked EHR data, or were not available in full text.

A total of 56 papers were identified, and 25 were selected for full review after screening. Key criteria for inclusion
focused on methodologies, medical domains, and the use of hybrid models combining GCNs with techniques such as
Long Short-Term Memory (LSTM) networks or Recurrent Neural Networks (RNNs) [5][12][7]. Evaluation metrics
included accuracy, F1-score, and AUC-ROC, offering insights into model performance relative to traditional methods
like Random Forests and XGBoost [41]. RStudio Version 2022.12.0 was employed for data synthesis and
visualization.

RESULTS

Our review revealed significant advancements in the use of GCNs for predictive modeling tasks in medicine. Of the
25 studies reviewed, many applied GCNs to diverse medical domains, including General Medical Informatics,
Critical Care, Hematology, and Oncology. Common tasks included diagnosis prediction, code classification,
mortality forecasting, and medication recommendations [12][5][22][30]. Notably, models applied to the critical care
domain frequently addressed patient mortality, readmission, and decompensation prediction [33][32].
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Figure 2 PRISMA flowchart for the literature search and selection process for the review

Hybrid models emerged as a dominant approach, with 15 studies integrating GCNs with complementary architectures
such as BERT, LSTMs, or RNNs [5][7]. These hybrid systems demonstrated superior performance, particularly for
tasks involving complex temporal or structural data dependencies. For instance, BERT was often used to process
unstructured textual data within EHRs, while GCNs captured structural relationships. Such hybridization highlighted
the importance of combining models optimized for different data modalities.

Publicly available benchmark datasets like MIMIC-III and MIMIC-IV were utilized in 10 studies, while 8 studies
employed real-world EHR data. The reliance on real-world data underscores its importance for validating model
utility and generalizability [19][20].
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Datasets played a central role in model evaluation. Publicly available benchmark datasets, such as MIMIC-III and
MIMIC-1V, were used in 10 studies. These benchmarks facilitated comparisons across studies, while real-world EHR
data, employed in 8 studies, offered critical insights into model performance in practical settings [19][20]. Studies
using real-world datasets emphasized the necessity of testing models on authentic patient data to ensure their clinical
relevance.

The evidence also indicated a growing trend toward employing GCNs for text-based tasks. For example, several
studies incorporated BERT to extract semantic meaning from clinical notes, using GCNs to model relationships
within the resulting representations [26][27]. Other tasks included terminology base enrichment, relation
classification, and similar patient retrieval, demonstrating the versatility of GCN applications in healthcare [31][28].

4

8
) ]
<]
. 4
: 2
| -
o -
S 2031 2024

2018 2020 203 2022 2023
Figure 3 Distribution of included articles by year. The cutoff date for selection was April 27, 2024
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CONCLUSION

This review underscores the transformative potential of Graph Convolutional Networks (GCNs) in analyzing
Electronic Health Records (EHRs). GCNs excel at modeling complex relationships and extracting valuable insights,
making them well-suited for tasks in medical informatics, critical care, and beyond. Hybrid approaches, combining
GCNs with other machine learning models such as BERT and LSTMs, further enhance predictive performance,
particularly in cases involving heterogeneous or unstructured data.

The findings highlight that while GCNs offer significant advancements, challenges persist. Applying deep learning to
tabular data remains non-trivial, as evidenced by the continued dominance of tree-based models like Random Forests
and XGBoost in structured data analysis [41]. However, emerging architectures like Graph Convolution Transformers
(GCTs) present promising directions for integrating tabular data into deep learning workflows. Additionally, the
limited availability of real-world EHR data remains a barrier to progress, underscoring the need for further
collaborative efforts to share and standardize datasets.

Future work should focus on developing innovative architectures and methods for transforming tabular data to
improve deep learning performance. Moreover, expanding the scope of GCN applications to new medical domains
and refining hybrid model designs could unlock further breakthroughs in healthcare analytics. This review provides a
foundation for future research, highlighting current trends and opportunities to advance the use of GCNs in medicine.
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Abstract: Epilepsy is a long-term brain disorder that impacts many people across the globe. Effective identification is primarily
employed to observe these conditions, enabling the diagnosis of the disorder. However, the perceptual analysis of
electroencephogram (EEG) signals is a tedious and time-consuming process, leading to the development of various automated
techniques. Many different studies have analysed the different features individually including time, frequency and time frequency
techniques. In this study we extracted the five time-frequency discrete wavelet transform, Haar, Daubechies, Symlet, Coiflet and
Biorthogonal wavelet coefficients and extracted the six statistical features from this coefficient. The extracted features with
statistically significant one is tested with the random forest classifier model over the Bonn EEG dataset, demonstrating the model's
efficiency and the significant features achieves a higher accuracy rate than contemporary pioneering approaches with an
accuracy of 88% in 5 class dataset using 5-cross validation.

Keywords: EEG, Discrete Wavelet Transform, Machine Learning
INTRODUCTION

Epilepsy is a long-term neurological disorder defined by recurrent seizures, which can disrupt an individual’s quality
of life [1]. Effective diagnosis is critical for optimal treatment and management techniques. Electroencephalography
(EEG) [2], is a fundamental tool in clinical diagnostics, as it tracks the electrical activity of the brain, yielding real-
time insights into neural processes. This non-invasive approach is particularly effective for spotting abnormal brain
wave patterns that indicate seizures, making it crucial for epilepsy diagnosis. The visual interpretation of EEG data is
often complex and time-consuming, leading to the development of automated analysis techniques. These innovations
aim to enhance diagnostic accuracy and lessen the burden on healthcare providers. A timely and accurate EEG
diagnosis can facilitate targeted treatment interventions, ultimately improving patient outcomes.

Identifying epileptic versus non-epileptic EEG signals constitutes a classification task. This involves the extraction of
distinctive features from the EEG data followed by their classification. Therefore, it is critical to choose the
appropriate features from the raw data. Machine learning and deep learning methods have recently surged in
popularity for the classification of seizures associated with epilepsy. Typically, machine learning methods [3] depend
on pre-defined features that are manually extracted from different domains, such as the time [4], frequency [5] and
time-frequency [6] domains of EEG signal. The present study investigates the use of time-frequency features from
various methods and use for the classification.

METHODOLOGY

In this part, we first discuss the dataset utilized, followed by an explanation of the pre-processing techniques, the
proposed feature extraction method, and finally the classification method. The detailed framework of the study is
given in Figure 1.

Dataset and Preprocessing

In this study, publicly available EEG from Bonn university is utilized [7]. The Bonn dataset has five categories
(namely A, B, C, D and E), containing a 100 single-channel EEG chunks, measuring 23.6 s with 4097 samples from
each chunk. These chunks are curated from multiple-channel continuous EEG files after a visual inspection. In
category A, the recordings are made with the eyes open; category B includes those with the eyes closed. Categories C
and D encompass hippocampal and epileptogenic signals from healthy portions of the brain, and category E pertains
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to seizure activity. The visual representation of the Bonn dataset is as shown in the Figure 1. Since the Bonn data is
preprocessed and segmented from the clinical dataset, no further preprocessing is carried out in this study.
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Methodology

In this section, after the preprocessing the most important part of the EEG studies is to extract the features for the
classification. This study extracts the features from time-frequency method that is from the discrete wavelet transform
(DWT) [6], In this we extracted the time-frequency components from the Haar, Daubechies, Symlet, Coiflet and
Biorthogonal transforms.

From the extracted coefficients, calculated the mean, variance, skewness, kurtosis, sample entropy and hurst exponent
[8]. The mathematical representation of the features is given as:
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,Where R = data of length

g = standard deviation

Next, the extracted features are trained and validated on the Bonn multi-class dataset by using the six machine
learning classifiers KNN, decision tree, logistic regression, support vector machine, linear discriminant analysis and
random Forest models. For classification analysis the 5 cross validation is employed and the classification results are
tabulated in Table 1 and Table 2 showcases a comparison study of the proposed method versus existing state-of-the-
art solutions.

Table 1 Different classifier performance on the extracted Bonn dataset

Dataset Model Accuracy
KNN 72.40
Decision Tree 75.60
Linear Discriminant Analvsis 56.20
A-B-C-D-E — —
Logistic Regression 64.40
Support Vector Machine 41.60
Random Forest 88.00

Table 2 State of art models on Bonn dataset

Dataset Model Accuracy
DWTHRT [9] 82.25
A-B-C-D-E DWT fusion features + Random 88.00
Forest
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CONCLUSION

This research demonstrates the effectiveness of feature fusion from different mother wavelets for the detection of
epilepsy. By extracting features from the decomposition coefficients at various levels of the wavelet transform, we
were able to capture diverse and complementary characteristics of EEG signals. The fusion of these features
significantly improved the performance of machine learning classifiers. Our evaluation on multiple classifiers shows
promising results, indicating that wavelet-based feature extraction is a robust method for epileptic seizure detection.
This approach paves the way for more accurate and reliable automated diagnosis systems.
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Abstract: This paper presents a cost-effective and innovative mind-controlled bionic arm that integrates a sense of touch to restore
complex hand functions for individuals with amputations or paralysis. The system employs a non-invasive EEG-based control
mechanism to process brain signals into PWM commands, enabling precise servo motor operation. Additionally, a tactile feedback
system allows users to experience a natural sense of touch, enhancing safety and dexterity. The AI model for activity classification,
trained on EEG data using transfer learning with YamNet, achieved an accuracy of 80.64%. Simulations using MATLAB validated
the interaction between Al models and a 3-degree-of-freedom robotic arm. Future directions include hardware integration, real-
time EEG acquisition, and advanced tactile feedback systems, aiming to provide an intuitive, natural, and efficient solution in
prosthetic robotics.

Keywords: Bionic Arm; Robotics, Biotechnology; Mind Control; Prosthetics
INTRODUCTION

This paper presents a novel design for a cost-effective bionic hand intended to restore hand function in individuals
with hand amputations or partial paralysis. The proposed design leverages a gripper as the end effector, like
commercially available options [1]. However, it distinguishes itself by incorporating a touch sensor within the
gripper, aiming to provide a sense of touch comparable to a natural hand. This feature can significantly improve user
safety and dexterity when grasping objects [2]. The hand is an intricate and vital component of the human body,
responsible for a vast array of tasks essential for daily living [3]. Notably, the central nervous system dedicates a
significant portion (approximately 30%) of its resources to controlling the hand, highlighting its critical role in
sensory and motor function [3]. Traditionally, regaining hand function after amputation has been primarily limited to
hand transplantation, a complex and resource-intensive surgical procedure first introduced in 1963 [4]. Bionic hands
offer a more practical and accessible alternative for individuals with hand impairments.

The proposed bionic hand design prioritizes four key functionalities:

— Integrated Sensory Feedback: A distinctive feature of this design is the incorporation of a touch sensor within the
gripper. This sensor aims to provide the user with a sense of touch, mimicking the functionality of a natural
hand. This capability is crucial for safe object manipulation and preventing injuries [2].

— Mind-Control Potential: EMG sensors detect electrical signals generated by muscles, which can be translated
into control signals for the bionic hand [5]. And EEG sensors detect the brain-wave signals generated by the
person’s brain.

— Signal Acquisition and Processing: The design proposes utilizing an EMG sensor to capture data on muscle
activity. The Laplace transform, a mathematical tool employed to analyse signals in the frequency domain, will
then be applied to process the acquired EMG signal [6]. Similarly, there would be a hand band type of thing
which would be worn in by the patient to record the brain signals (EEG Signals), then it would be transferred to
the machine to be decoded by the Al models.

— Control Mechanism: The processed EEG and EMG signal will be used to generate a pulse width modulation
(PWM) signal. This PWM signal will subsequently control a servo motor, actuating the robotic arm and enabling
movement of the bionic hand [7].
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The design strives to replicate the anatomical structure of a natural hand, encompassing the wrist, palm, and fingers.
The human hand possesses 27 bones and boasts a wide range of motion, including significant wrist rotation [8].
While the specific details of the bionic hand's structure are not explicitly provided, it is likely to incorporate
mechanisms that replicate these features to the greatest extent possible. The paper acknowledges the critical role of
nerves in hand function and provides a brief overview of the median, ulnar, radial, and digital nerves. These nerves
are responsible for transmitting sensory information and controlling muscle movement within the hand. However, the
proposed bionic hand design does not delve into the specifics of how it directly interfaces with the user's nervous
system.

METHODOLOGY
Data Collection and Preprocessing
1. Initial Data Acquisition:

o Standard Datasets: Utilize existing EEG datasets from public repositories to establish a baseline.
o Sensor Selection: Choose EEG sensors that are most sensitive to hand and arm movements.

2. Data Sampling and Feature Extraction:

o MATLAB: Employ MATLAB?’s signal processing toolbox to sample EEG data and extract relevant features.
o Feature Engineering: Consider creating custom features based on domain knowledge and neurophysiological
insights.

Model Development and Optimization
1. Initial Model:

0 Machine Learning Algorithm: Select a suitable algorithm (e.g., SVM, etc) based on the extracted features.
0 Model Training: Train the initial model using the sampled data and extracted features.
o Evaluation: Assess the model's performance using appropriate metrics.

2. Hyperparameter Tuning:

o Optimization Techniques: Experiment with different to improve model performance.
o Grid Search or Randomized Search: Employ optimization techniques to efficiently explore the hyperparameter
space.

Real-Time Implementation
1. EEG Signal Acquisition:

o Hardware Integration: Connect an EEG sensor to a laptop or a dedicated microcontroller.
o Data Streaming: Establish a real-time data stream from the sensor to the MATLAB environment.

2. Signal Processing and Classification:

o Feature Extraction: Apply the same feature extraction techniques used during training.
0 Model Inference: Use the trained model to classify the incoming EEG data and predict the intended hand or arm
movement.

3. Control Signal Generation:

o Command Translation: Convert the predicted movement into control signals that can be understood by the bionic
arm.
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Funding and Open-Source Development

1. Grant Application: Prepare a comprehensive grant proposal highlighting the project's potential impact, technical
approach, and resource requirements.

2. Open-Source Collaboration:

o Code Repository: Share the project's code, data, and documentation on a public platform (e.g., GitHub).
o Community Engagement: Encourage community contributions and feedback to foster collaboration and innovation.

Table 1 Results of Classification Learning

Accuracy % | Total Cost | Aceuracy % | Total Cost
Model Type Status (Validation) (Validation) (Test) (Test) Preset
Tree Tested 100 0 100 0 Fine Tree
Tree Tested 100 0 100 0 Medium Tree
Ensemble Tested 100 0 100 0 Bagged Trees
Gaussian
Naive Baves Tested 99.02263 38 99.76798 1 Naive Bayes
Kernel Naive
Naive Bayes Tested 97.17078 110 97.21578 12 Bayes
SVM Tested 94.,98457 195 96.98376 13 Linear SVM
Quadratic
SVM Tested 9498457 195 96.98376 13 SVM
SVM Tested 94.98457 195 96.98376 13 Cubic SVM
Medium
Gaussian
SVM Tested 9495885 196 96.75174 14 SVM
Coarse
Gaussian
SVM Tested 94 95885 196 96.98376 13 SVM
Medium
Neural Neural
Network Tested 94 95885 196 96.98376 13 Network
Neural Wide Neural
Network Tested 94 95885 196 96.98376 13 Network
Fine Gaussian
SVM Tested 94.90741 198 96.75174 14 SVM
Kernel Tested 94.85597 200 96.75174 14 SVM Kernel
Logistic
Regression
Kernel Tested 94.67593 207 96.75174 14 Kernel
Trilayered
Neural Neural
Network Tested 9447016 215 96.98376 13 Network
Neural Narrow Neural
Network Tested 94,1358 228 96.98376 13 Network
Bilayered
Neural Neural
Network Tested 94.11008 229 96.98376 13 Network
Efficient Efficient
Logistic Logistic
Regression Tested 92.12963 306 94.19954 25 Regression
Efficient Efficient
Linear SVM Tested 84.28498 611 93.03944 30 Linear SVM
Tree Tested 68.93004 1208 09.37355 132 Coarse Tree
Ensemble Tested 12.86008 3388 13,6891 372 Boosted Trees
RUSBoosted
Ensemble Tested 12.86008 3388 13.6891 372 Trees

Future Directions

1. Data Augmentation: Explore techniques to increase the size and diversity of the dataset, improving model
generalization.
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2. Adaptive Learning: Develop algorithms that can continuously adapt to changes in the user's brain signals over
time.

3. Multimodal Integration: Consider incorporating additional sensory information to enhance control accuracy.
Data Description [9][10]:

This is the description of standard dataset that we took for the training of our model. Each recording was recorded in
a CSV file format, the values of each electrode are in microvolts (uV). In total, each subject generates 124 CSV files
in each experiment (run). Some subjects perform two experiments, one executing the motor tasks and the other
imagining doing them. The tasks are described below:

— Recording a Baseline with Eyes Open (BEO) without any task command: only once at the beginning of each run.
—  Closing Left Hand (CLH): five times per run.

—  Closing Right Hand (CRH): five times per run.

— Dorsal flexion of Left Foot (DLF): five times per run.

— Plantar flexion of Left Foot (PLF): five times per run.

— Dorsal flexion of Right Foot (DRF): five times per run.

— Plantar flexion of Right Foot (PRF): five times per run.

— Resting in between tasks (Rest): after each task.

Model 2.1 (Fine Tree)

B

True Class

(4]

1 2 3 4 5 6 7 8
Predicted Class

Figure 1 Confusion Matrix for the Fine Tree preset model
RESULTS

Classification Learning was done to train the Al models for this project using the features of the brain signals like rms
value, snr value, etc. The results were namely mapped to 8 different numeric classes from 1- 8 mapped by BEO,
CLH, CRH, DLF, PLF, DRF, PRF, Rest classes respectively.
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Session: ClassificationLearnerSession

Observations: 3888

Predictors: 28

Predictor Names: Alpha, Theta, Delta, Beta, BEO, CLH, CRH, DLF, PLF, DRF, PRF, Rest, channellMean,
channellStandardDeviation, channellRMS, channell ShapeFactor, channellCrestFactor, channellPeakValue,
channellImpulseFactor,  channellClearanceFactor, channelISNR,  channel1SINAD, channell THD,
channell MeanFrequency, channellMedianFrequency, channellBandPower, channellOccupiedBandwidth,
channell PowerBandwidth

Response Classes: 8

Response Class Names: 1, 2, 3,4,5,6,7, 8

Validation: 50-fold cross-validation

Observations: 431

CONCLUSION

The development of a mind-controlled bionic arm represents a significant advancement in the field of prosthetics. By
harnessing the power of brain-computer interfaces (BCls), individuals with upper limb amputations can potentially

regain a degree of independence and functionality. While significant progress has been made, there are still
challenges to overcome, such as improving the accuracy and reliability of BCI systems, addressing ethical
considerations, and ensuring long-term usability. Continued research and development are essential to unlock the full
potential of mind-controlled bionic arms and improve the quality of life for individuals with disabilities.
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Abstract: Silent speech recognition (SSR) leverages non-audible cues to interpret speech, offering significant potential for aiding
individuals with speech impairments and enhancing silent communication interfaces. In this study, an attempt is made to explore
the use of surface electromyography (sEMG) for silent speech recognition (SSR), specifically targeting facial muscles such as the
mentalis, buccinator, hyoid muscles, and the Infraorbital Region (IOR), which includes the zygomatic major. Six healthy
participants were recruited to silently utter arithmetic-related words, with the resulting sSEMG signals being recorded, pre-
processed, and analysed for features including Simple Square Integral (SSI), Root Mean Square (RMS), Variance (VAR), and
Shannon entropy. The classification of these features was performed using Random Forest (RF), Support Vector Machine (SVM),
and cascaded classifiers where RF preceded SVM, and vice versa. The results demonstrated that the RF classifier achieved an
accuracy of 77%, the SVM attained 74%, the RF+SVM cascade reached 75.32%, and the SVM+RF cascade achieved the highest
accuracy at 79.22%. These findings highlight the potential of SSR using sEMG for reliable silent communication, especially in
scenarios where traditional acoustic methods are infeasible. This research paves the way for developing more sophisticated SSR
systems, with practical applications in assistive technology and human-computer interaction, offering a silent yet effective
communication channel.

Keywords: Speech Recognition (SSR); Surface Electromyography (sEMG); IOR Region Muscles; Random Forest (RF); Support
Vector Machine (SVM); Cascaded Classifiers

INTRODUCTION

Speech impairments are a major communication disorder in India, with 7.45% of the disabled population affected,
according to the National Sample Survey Organization (NSSO). Rural studies show varying prevalence rates, with
some areas reporting up to 41.54% of communication disorders related to speech and language issues. Human speech
is a rich and intuitive medium for conveying emotions and intentions. Automatic Speech Recognition (ASR)
technology processes speech signals, converting them into text or other formats, and plays a critical role in advancing
Brain-Computer Interface (BCI) technologies [1]. Conventional ASR systems convert vocalized speech into text
using microphones, but this approach is unsuitable for individuals with severe speech disorders or laryngectomy. To
support them, alternative methods like speech synthesizers and sEMG signals, which encode speech-related
information, offer a promising non-vocal alternative for ASR systems [2].

In 1985, speech recognition using surface Electromyography (sSEMG) was first proposed, where SEMG signals were
collected from muscles near the lips to classify five Japanese vowels [3]. During the same period, researchers used
various features of Myoelectric Signals (MES) from the vocal tract to identify ten English words, achieving a 60%
recognition accuracy [4]. Despite the lack of audible acoustic signals, the technology showed impressive performance
in communication, suggesting that SEMG-based systems are feasible for silent interaction [5]. A multi-expert system
(MES) combining five facial SEMG channels with acoustic recognition achieved 85% to 87% accuracy for
classifying the English words "zero" through "nine" in two subjects. [6]. Utilizing eleven sSEMG electrodes placed on
the face and neck, a study captured data in a mouthed mode, achieving an 86.70% recognition accuracy for a set of 65
words [7]. The Silent-Speech-Interface, developed for individuals with speech disorders, enables silent
communication of English letters, achieving 90.1% accuracy using an SVM algorithm [8].

An experiment using SEMG signals from the Orbicularis oris, Triangularis, and Platysma muscles of 20 subjects for
voiceless Arabic vowel recognition achieved 77% accuracy with a random forest classifier, as evaluated by 10-fold
cross-validation [9]. A proof-of-concept study achieved sEMG-based alaryngeal speech recognition in eight
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laryngectomy subjects using data from four neck and face muscles with a 2500-word vocabulary [10]. A silent speech
recognition system for Mandarin using SEMG signals, hybrid features, and a GRU model achieved 88.01% accuracy
in multi-subject classification and 97.19% in single-subject classification [11].

In this study, an attempt is made to explore the SSR by analyzing facial muscles, including the mentalis, buccinator,
hyoid muscles, and the Infraorbital Region (IOR) with the zygomatic major. The research evaluates feature
classification using Simple Square Integral (SSI), Root Mean Square (RMS), Variance (VAR), and Shannon Entropy
(SE), employing Random Forest (RF), Support Vector Machine (SVM), and cascaded classifiers (RF+SVM and
SVM+RF). The goal is to assess the effectiveness and accuracy of these methods in advancing silent communication
interfaces for individuals with speech impairments.

METHODS
A. Experimental Protocol and Signal Acquisition

The time-limited silent speech recording procedure was designed for a multi-session experiment using beep sounds to
regulate timing. SEMG signals were collected from four facial muscles near the mouth—Buccinator, Mentalis, Hyoid
and Infraorbital Region (IOR) which includes the zygomatic major —to capture subvocalization. A beep sound was
generated every six seconds by a Python script running on a computer. The experiment involved four specific words
related to arithmetic operations: ‘add,” ‘multiply,” ‘subtract,” and ‘divide,” which participants were required to silently
utter in response to the beep. Each word was uttered twenty times per volunteer, with a beep sound marking the start
of each trial. Six healthy volunteers (aged 18-21, 6 males) participated in the study. Prior to the experiment, all
procedures were thoroughly explained, and consent was obtained from each participant. The local institutional ethics
committee approved the study. Volunteers were trained to utter each word silently in sync with the beep.

The recording sites were cleaned with surgical spirit before electrode placement. Four Ag-AgCl surface electrode
pairs were positioned bilaterally on the muscles—Buccinator, Mentalis, Hyoid and Infraorbital Region (IOR) which
includes the zygomatic major —with 2 cm spacing in a bipolar configuration [12]. Each electrode measured 3 cm x
1.5 cm and was pre-loaded with conduction gel in a central circle (0.5 cm radius). A reference electrode was placed at
the posterior auricular area to ensure measurement consistency. The electrode placements are illustrated in Figure 1.
To optimize signal isolation, volunteers were seated on a wooden chair. SEMG signals were recorded using a
BIOPAC BN-TX Smart Wireless BioNomadix Transmitters system, with a fixed sampling rate of 2000 Hz.
Volunteers uttered the words silently upon hearing the beep, with each session consisting of twenty trials. A two-
minute break was allowed between sessions for relaxation. SEMG data from all four selected muscles, recorded
across four sessions, were pre-processed using a fourth-order Butterworth bandpass filter of band 10-500 Hz and a 50
Hz notch filter to remove noise and power line interference [13]. All signals are processed in MATLAB, starting with
the removal of extraneous portions. The initial segments are trimmed, and the signals are then segmented into fixed
lengths of 12,000 samples, corresponding to the 6-second interval between beep sounds (6 x 2,000 = 12,000). The
segmented signals are further divided within the indices ranging from 1,600 to 4,600, based on the muscle activity.

Figure 1 Electrode placement on the selected muscles

44 Biomedical Science & Technology: AI /ML in Biomedical Research & Technology



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

B. Feature Extraction

The EMG signals for each word were transformed into feature vectors that optimize the classifier’s ability to correctly
associate the raw data with its corresponding class. In this paper, temporal features such as Simple Square Integral
(SSI), Root Mean Square (RMS), and Variance (VAR) were extracted from the SEMG signals [14]. Shannon entropy
was also calculated to quantify the complexity and unpredictability of the EMG signal by measuring the uncertainty
in its amplitude distribution [15]. RMS calculates the square root of the mean of squared EMG values, reflecting the
signal’s amplitude and overall level of muscle activity. VAR measures the dispersion of EMG signal values around
the mean, indicating the variability in muscle activity. SSI represents the integral of the squared EMG signal over a
specific time window, capturing the total energy or muscle activation during that period. These features are defined as
follows:

RMS =

ix? €y

VAR = W, 3 - 2
=N -1 Z X 2)
N
SSI = fo (3)
HE) = ) P log, P(x) ©)

i=1

where x; represents denotes the EMG signal value at the i™ segment, P(x;) represents the probability of the signal
amplitude falling within the i bin and N refers to the total length of the EMG signal.

CLASSIFICATION MODELS

In supervised learning, the model is trained using a labelled dataset, where each example is linked to its correct output
label. The model's goal is to learn how to map inputs to the corresponding output labels, allowing it to accurately
predict labels for new, unseen data.

A. Random Forest (RF)

Random Forest (RF) is an ensemble learning technique that excels at handling complex, high-dimensional data,
making it essential for silent speech recognition using EMG signals [16]. In RF, for each decision tree, a feature's
importance is assessed by summing the gain, weighted by the sample count at each node.

fii= 5iCj (5)

Z;’:rmdes j splits on feature i

To compute the final feature importance in a Random Forest, the feature importance from each individual tree is first
normalized with respect to the tree.
fii
normfi; = = (6)
: ZjEAII Features keall trees normf L

Subsequently, the feature importance values from all trees are aggregated and normalized [17].
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where fi; is i feature importance, sj is the count of samples arriving at node j, C; is the impurity score of node j ,
normfi; is normalized i™ feature importance, normfi;; is normalized i™ feature importance for jth tree and RFfi; is i
feature importance computed for all trees in RF.

B. Support Vector Machine (SVM)

SVM is a powerful classifier, particularly effective for handling the non-linear characteristics of EMG signals in SSR
[18]. The SVM, which utilizes its RBF kernel to create precise decision boundaries. The equation that the SVM
algorithm solves after applying the Lagrange multiplier is given by [19]:

1 ; . N
min§||W||4+(,Zf:]§i- ®)
Sf‘yk(WXk+b)21—E“k= 1,...,N

The radial basis kernel function is formulated as follows:
X — X
k(Xl,X)—exp{ 552 ] 9

where (X,,yx) denotes the training data for the k™ sample, C denotes penalty factor, & denotes kernel function
parameter and &; is a slack variable representing the extent of the classification error.

C. Cascaded Classifier

In a cascaded classifier for SEMG signal processing, features are processed either by RF first and then SVM, or vice
versa. The RF-to-SVM approach uses RF to handle complex data and filter features, which SVM then refines with its
RBF kernel for precise classification. The SVM-to-RF approach applies SVM for initial non-linear separation, with
RF further enhancing accuracy and robustness. This integration combines RF’s robustness with SVM’s precision,
optimizing silent speech recognition.

RESULT AND DISCUSSION

The raw sEMG signals captured from four key facial muscles—Buccinator, Mentalis, Hyoid and Infraorbital Region
(IOR) which includes the zygomatic major during the SSR task, recorded over approximately 165 seconds. The x-
axis denotes time in seconds, while the y-axis reflects amplitude in millivolts (mV). Around, 480 epochs are recorded
and one epoch of 1.5 of all four muscles during the utterances of each arithmetic words is presented in Figure 2.
Overall, the amplitude ranges from -0.7 mV to 0.7 approximately. The periodic peaks in the EMG signals correspond
to muscle activations associated with the silent articulation of four arithmetic words namely, ‘add’, ‘subtract’,
‘multiply’ and ‘divide’. The distinct amplitude patterns observed across the facial muscles emphasize their different
roles in silent speech production.

The classification model performance analysis provides significant insights into the efficacy of various approaches
for silent speech recognition using SEMG signals. The signals were sampled at 2000 Hz, with features such as SSI,
RMS, VAR, and Shannon entropy extracted. Eighty percent of the features were allocated for training, while the
remaining twenty percent were reserved for testing. In silent speech recognition, the Matthews Correlation
Coefficient (MCC) offers a balanced measure of classifier performance, essential for accurately differentiating subtle
muscle activities. The F1-Score, combining precision and recall, ensures both accuracy and thorough detection of
relevant muscle signals [20]. These are defined as follow:
TPXTN—-FPXFN

MCC = (10)
J@TP + FP)(TP + FN)(TN + FP)(TN + FN)

F1S 2:TP 11
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where TP is Ture Positive, TN is True Negative, FP is False Positive and FN is False Negative values.
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Figure 2 Representative sEMG signals during utterance of ADD, SUBTRACT, MULTIPLY and DIVIDE words for
the Volunteer 1
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Figure 3 Box Plots to the SSI feature during utterance of (a) ADD, (b) SUBTRACT, (c) MULTIPLY and (d)
DIVIDE words for the volunteer 1
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Among the models, the SVM+RF cascaded classifier stands out with an accuracy of 79.22%, precision of 0.80,
sensitivity of 0.79, MCC of 0.72, and an F1-Score of 0.79, indicating superior performance in capturing and
classifying the subtle muscle activations involved in silent speech. These metrics underscore its reliability in
differentiating between silent utterances, as presented in Table 1.

Table 1 Classification parameters of the various models

Model MCC F1-Score Accuracy (%)
RF 0.69 0.77 77.00
SVM 0.66 0.74 74.00
RF+SVM 0.67 0.75 75.32
SVM+RF 0.72 0.79 79.22

In comparison, the RF+SVM cascaded classifier, with an accuracy of 75.32%, precision of 0.76, sensitivity of 0.75,
MCC of 0.67, and an F1-Score of 0.75, demonstrates that the sequence of classifiers significantly influences the
outcome. The standalone RF and SVM models, with accuracies of 77% and 74% respectively, alongside slightly
lower MCC and F1-Scores, show adequate but less robust performance. Figure 3 visualizing the distribution of SSI
features for all muscles for one volunteer. The mentalis muscle, reflected by its notable variance and SSI, plays a
crucial role in enhancing differentiation, especially in the RF model, where it aids in distinguishing between similar
utterances. The hyoid muscle, with moderate RMS and lower SSI values, contributes to refining classification,
particularly in cascaded models where combining its data with other muscles leads to improved performance.
Shannon entropy reveals that the Mentalis muscle exhibits higher complexity in its activation patterns, indicating a
more intricate role in silent speech. In contrast, the Hyoid muscle's lower entropy suggests more stable and consistent
activity. This analysis underscores the importance of selecting specific muscle signals and considering entropy
measures to enhance the accuracy and reliability of silent speech recognition systems.

CONCLUSIONS

This research highlights the potential of using cascaded Random Forest and SVM classifiers for silent speech
recognition with sSEMG signals from facial muscles. The best performance, with 79.22% accuracy, was obtained
using the SVM followed by RF, suggesting the value of cascading models for improved classification. Future work
will focus on expanding the dataset to include more words and participants, exploring deep learning approaches, and
enhancing real-time processing capabilities to improve the system's applicability in practical, assistive
communication devices. Additionally, further refinement of signal processing and feature extraction methods will be
explored to enhance classification accuracy and robustness.
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Abstract: Autism spectrum disorder (ASD) refers to a range of neurodevelopmental conditions characterized by challenges in
social interaction, communication, and the presence of repetitive, stereotyped behaviors. In this study, we explored the potential of
diffusion tensor imaging (DTI) analysis for distinguishing between ASD and typically developing (TD) brains by examining
structural connectivity (SC) and applying machine learning algorithms. Initially, the DTI images available at Barrow
Neurological Institute (BNI) and Institute Pasteur and Robert Debré Hospital sites of the Autism Brain Imaging Data Exchange
(ABIDE-1I) database were preprocessed using a standard pipeline. Further, the white matter diffusion metrics such as fractional
anisotropy, radial diffusivity, axial diffusivity, and mean diffusivity were extracted for different regions using the Johns Hopkins
University atlas. SC features were calculated using Euclidean distance and, significant features were extracted using recursive
feature elimination with cross-validation to construct a diagnostic classification model with a logistic regression and support
vector machine (SVM) classifier. The SVM classifier achieved the highest performance, reaching a peak accuracy of 84.69% for
the BNI dataset using 40 features. The top three SC features are Posterior limb of internal capsule R to Fornix (cres) / Stria
terminalis R, Corticospinal tract L to Inferior fronto-occipital fasciculus R and Pontine crossing tract (a part of middle cerebellar
peduncle) to Body of corpus callosum contributing to diagnose ASD and TD.

Keywords: Autism Spectrum Disorder; Diffusion Tensor Imaging; Structural Connectivity, Feature Ranking, Machine Learning
INTRODUCTION

Autism Spectrum Disorder (ASD) is a complex neurodevelopmental condition, characterized by difficulties in social
communication and interaction, along with restricted interests and repetitive behaviors. Often, it co-occurs with other
developmental disorders [1]. The severity of ASD symptoms can vary widely, ranging from mild to severe. In 2020,
it was estimated that 1 in 36 children aged 8 years (about 4% of boys and 1% of girls) were diagnosed with ASD, and
the prevalence continues to rise. Traditional methods for diagnosing ASD rely on observational screening tools such
as the DSM-5, M-CHAT, ICD-10, ADOS, and ADI-R [2]. However, these tools are often time-consuming,
challenging, and have limitations in accuracy.

Diffusion Tensor Imaging (DTI) is a promising non-invasive magnetic resonance imaging (MRI) technique for
identifying microstructural changes associated with neuropathological conditions and monitoring treatment response
[3]. DTI measures the diffusion of water molecules, allowing for the characterization of properties such as anisotropy,
diffusion magnitude, and directionality. Key metrics derived from DTI include mean diffusivity (MD), fractional
anisotropy (FA), radial diffusivity (RD), and axial diffusivity (AD) [4]. These anisotropy and diffusivity measures of
the brain's structural network capture individual differences and provide valuable discriminative power for diagnosing
various brain disorders. Studies have shown that modeling structural connectivity (SC) by tracking neural fibers
between different brain regions offers the potential for diagnosing ASD.

In this study, we calculated the SC from DTI derived parameters using Euclidean distance correlation metric.
Machine learning (ML) classification models, combined with feature elimination and hyperparameter tuning, were
employed to accurately identify and characterize brain microstructural connectivity in individuals with ASD and
typically developing (TD) [5],[6].

METHODOLOGY

Figure 1 outlines the process pipeline adopted in this study, including DTI data having bvals, bvecs files from
Barrow Neurological Institute (BNI) and Institute Pasteur and Robert Debré Hospital (IP) in Autism Brain Imaging
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Data Exchange (ABIDE-II) database [7], preprocessing steps, followed by DTI reconstruction and computation of
DTI derived parameters. Features are derived using a white matter (WM) atlas, and these features are subjected to
correlation analysis. Significant features identified through this analysis are fed into the classifier to differentiate
between individuals with ASD and TD.
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Figure 1 Process pipeline of the study

The preprocessing steps for the DTI images in NIfTI format began with correcting motion artifacts and eddy current
distortions using FSL’s eddy tool [8]. Affine transformations were then applied to align each volume and rotate the
gradient vectors. Non-brain structures were removed by extracting the first b0 volume from each subject and
performing skull stripping, followed by the creation and application of a mask to the remaining volumes. Tensor
fitting was subsequently performed using the DTIFIT tool from the FDT toolbox, where each voxel was fitted with a
diffusion tensor defined by its three principal eigenvectors (A1, A2, A3). The resulting tensor maps were then used to
calculate scalar maps for fractional anisotropy (FA), mean diffusivity (MD), radial diffusivity (RD), and axial
diffusivity (AD). Subsequently, the scalar maps underwent registration to the FMRIB58 FA Imm.nii.gz template,
involving affine transformation followed by non-linear registration using the advanced normalization tools (ANTS)
software. Lastly, brain regions were segmented using the WM atlas ICBM-DTI-81 from Johns Hopkins University,
which is based on ICBM coordinates and delineates the brain into 50 distinct WM regions [9]. For each WM region,
we computed FA, AD, MD, and RD values resulting in a vector consisting of these values. Further, we calculated
Euclidean distance between these vectors from different regions and generated a matrix of size 50x50 for each
subject. We extracted either the upper or lower triangular matrix, resulting in 1225 (50x49/2) SC features [5]. Our
study employed the recursive feature elimination with cross-validation (RFE-CV) technique to pinpoint the
significant SC features. We built classification models using LR and SVM and tested on selected top significant 5,
10, 20, 40, 50, 75, 100, 150, and 200 features to classify the ASD and TD. The performance of classification models
was evaluated based on accuracy, sensitivity, specificity, precision, F1-score, and area under the curve (AUC) [10].

RESULTS

Figure 2(a) shows the performance of the LR classifier for the BNI and IP sites from ABIDE II. For BNI, accuracy
starts at 70.45% with 5 features, peaks at 81.06% with 50 features, and declines to 53.33% at 200 features. For IP, it
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begins at 72.18% with 5 features, peaks at 83.45% with 40 features, and drops to 70.18% with 200 features. Both
sites perform best with 40-50 features, but performance declines with more features. In Figure 2(b), the SVM
classifier shows similar trends. BNI peaks at 84.69% with 40 features, while IP starts at 73.82% and gradually
declines to 62.91% with 200 features, without a significant peak. The SVM classifier achieved the highest accuracy

of 84.69%, with a sensitivity of 84.69%, specificity of 89.33%, precision of 85.87%, F1-score of 84.43%, and AUC
of 86%.
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Figure 2 Performance of classifier (a) LR and (b) SVM on the different number of SC features

CONCLUSION

This study demonstrates the potential of DTI combined with ML algorithms for distinguishing between ASD and TD
brains. Significant features were extracted using RFE-CV by analyzing SC through key diffusion metrics such as FA,
MD, RD, and AD. The LR and SVM classifiers performed well in classifying ASD and TD, with optimal results
achieved using 40 to 50 features. Beyond this range, performance tended to decline, indicating that excess features
could lead to overfitting and reduced accuracy. Both classifiers demonstrated good discriminative power, with the LR
peaking at 83.45% for the IP dataset with 40 features and 81.06% for the BNI dataset with 50 features. The SVM
classifier performed similarly well, peaking at 84.69% for the BNI dataset with 40 features. However, performance
generally declined as more features were included in the model. The top three SC features are the Posterior limb of
internal capsule R to Fornix (cres) / Stria terminalis R, Corticospinal tract L to Inferior fronto-occipital fasciculus R
and Pontine crossing tract (a part of middle cerebellar peduncle) to Body of corpus callosum. These findings suggest
that careful feature selection is crucial for optimizing classification accuracy and avoiding model degradation. The
results highlight the promise of using DTI-derived metrics and ML for developing diagnostic tools that can support
the early and accurate identification of ASD. However, further research is needed to refine the model and validate its
efficacy across larger and more diverse datasets.
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Abstract: EEG-based authentication demonstrates strong potential in biometrics, but its performance is often hindered by the
complexity of feature computation and its sensitivity to variations in emotional states. This study attempts to identify the features of
EEG signals for biometric authentication, specifically focusing on the high arousal, high valence emotional state. Initially, the
signals were preprocessed and 76 features from different domains were computed. These features were fed to the XGBoost to
identify the significant features and to build a classification model. Our results found that the maximum value of the signal, Hjorth
complexity, variance, kurtosis, and Higuchi's fractal dimensions are crucial for EEG-based authentication. Further, our model
achieved the highest accuracy, sensitivity, precision, and F1 score of 81.22%, 82%, 83%, and 80% respectively. In conclusion, the
proposed pipeline highlights their potential to enhance the efficiency of EEG-based biometric systems, through critical features.

Keywords: Biometric; Electroencephalography,; Emotions; Optimal Features; Machine Learning

INTRODUCTION

Biometric authentication employs unique biological traits for identity verification and is traditionally categorized into
conventional and cognitive biometrics. Conventional biometrics rely on physiological features such as fingerprints
[1], facial recognition [2], and iris patterns [3], but they face limitations in terms of susceptibility to forgery and
performance variability in different conditions. Cognitive biometrics, on the other hand, leverage physiological
signals like electrodermal activity (EDA), electrocardiography (ECG), and electroencephalography (EEG), which
offer a higher level of security due to their complexity and resistance to replication [4]. Among these, EEG signals
stand out as they reflect unique brain activity patterns that are challenging to duplicate or manipulate, making them a
promising tool for secure biometric systems.

Various elicitation protocols are commonly used in EEG-based biometrics, including motor imagery [5] and mental
computation [6]. However, an individual's emotional state can significantly influence the brain's response to these
stimuli. Incorporating emotional stimuli into EEG-based biometric systems introduces additional complexity, but it
also enhances system robustness against potential fraud [7]. Since different emotional states evoke distinct brainwave
patterns, leveraging these variations presents an opportunity to improve the accuracy and reliability of biometric
authentication systems.

Feature extraction plays a crucial role in identifying key metrics from EEG signals that represent individual identity
[8]. Despite advancements in EEG-based biometric authentication, challenges remain in extracting subject-specific
features due to the non-stationary nature of EEG signals [9]. While past studies have used statistical [10], time,
frequency [11], spectral [12], fractal [13], and entropy [14] features, few approaches fully capture the complexity of
EEG data. In this study, we incorporated a broad range of features across multiple domains to enhance authentication
performance.
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The optimization of EEG signal features is crucial for developing highly accurate biometric systems. Previous studies
have applied methods such as the Fisher discriminant ratio, recursive feature elimination [15], mutual information
[16], principal component analysis, linear discriminant analysis [17], genetic algorithms, correlation maps, ANOVA
F-test, logistic regression weights [8], maximum information coefficient, and quantum particle swarm optimization
[18] to identify ideal features. However, there has been limited exploration of machine learning algorithms
specifically for identifying optimal features in EEG-based biometric authentication. In our study, we addressed this
gap by utilizing the XGBoost model to identify significant features.

In this study, we aim to address the challenges of EEG-based biometric authentication by leveraging the XGBoost
model for optimal feature identification. By incorporating a wide range of features from multiple domains, including
statistical, spectral, fractal, and entropy measures, we enhance the system's ability to capture the complex, non-
stationary nature of EEG signals. This approach aims to improve the accuracy and reliability of biometric
authentication by using emotional stimuli to elicit distinct brainwave patterns.

METHODOLOGY

Figure 1 outlines the process pipeline adopted in this study, which includes (1) EEG signal segregation based on
annotations, (2) preprocessing, (3) feature extraction, (4) classifier training, and (5) performance evaluation. We
utilized the publicly available Database for Emotion Analysis using Physiological Signals (DEAP) [17], which
comprises EEG recordings from 32 participants exposed to 40 videos designed to elicit various emotional responses.
However, we focused solely on the High Arousal and High Valence (HAHV) emotional state for our analysis. The
dataset includes recordings from 32 EEG channels, with each participant having an 8064-point data matrix, along
with ratings from 1 to 9 for valence, liking, arousal, and dominance. For our analysis, we considered the HAHV data,
selecting instances where both the valence and arousal ratings were greater than 5. The raw EEG signals were
recorded at 512 Hz and then down-sampled to 128 Hz. We applied common average referencing to the signals and
removed electro-oculographic artifacts using blind source separation [18]. A bandpass filter (0.4—45 Hz) was utilized,
and the signals were segmented into 60-second trials, excluding a 3-second pre-trial baseline. A total of 76 features
per channel were extracted, covering statistical, time-domain, frequency-domain, entropy, fractal, spectral, and shape
characteristics. These features were structured into a dataset with records of channel, clip number, and subject ID. For
classification, we utilized the XGBoost algorithm, known for its ability to handle high-dimensional data and deliver
robust performance through its boosting mechanism. Hyperparameter tuning was conducted to optimize model
performance. XGBoost was used to identify the most significant features through feature importance analysis, aiding
in the reduction of computational complexity. The key features identified by XGBoost offer valuable insights for
improving the performance and efficiency of EEG-based biometric systems.
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Figure 1 Process pipeline of the study
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RESULT

We analyzed EEG data across 32 channels, and channel P7 demonstrated the highest accuracy of 81.22% using the
XGBoost model. The performance metrics for channel P7, including sensitivity, precision, and F1 score, were 82%,
83%, and 80%, respectively, demonstrating strong effectiveness in classifying emotional states for biometric
authentication. The top 20 features identified from channel 11, along with their importance scores, are shown in
Figure 2. The most significant feature identified was the Maximum value of the signal (Max), indicating its critical
role in the classification process. Hjorth Complexity (HC) and Variance (Var) also emerged as essential features.
These statistical measures contribute substantially to understanding the underlying EEG signal dynamics. Kurtosis
and Higuchi's Fractal Dimension (HFD) were also found to be significant. This suggests that the shape of the signal
distribution and its complexity are crucial for accurate EEG-based biometrics.
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Figure 2 Top 20 features for HAHV emotion stimuli (*MLL- Mean line length, *BP- Band Power, *MFCC- Mel-
frequency cepstral coefficients *SE- sample entropy)

CONCLUSION

This study demonstrates the potential of EEG signals as a viable alternative for biometric authentication, particularly
emphasizing the impact of emotional states on classification performance. Utilizing the XGBoost model, we achieved
an accuracy of 81.22% in classifying emotional states. The analysis revealed critical features, such as Max, HC, and
Variance, significantly contributing to the model's performance. These findings underscore the importance of feature
selection in optimizing EEG-based biometric systems. By addressing the complexities of EEG data, our research lays
the groundwork for developing more efficient and accurate biometric authentication methods that leverage emotional
state variations. Future work may focus on expanding the feature set, exploring additional emotional conditions, and
validating these findings across larger and more diverse populations to enhance the robustness of EEG-based
biometrics.
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Abstract: Cancer, a global health challenge, presents unique treatment complexities due to its heterogeneous nature, leading to
varied patient responses. This paper explores the transformative role of Artificial Intelligence (A1) in revolutionizing cancer drug
development, focusing on its applications in drug discovery, target identification, and patient response prediction. Al algorithms,
particularly machine learning (ML) and deep learning models, enable the analysis of vast, complex datasets to enhance drug
efficacy and toxicity predictions, identifying patterns beyond traditional methodologies. By integrating chemical and gene
expression features, Al fosters precision medicine, tailoring therapies to individual profiles. Additionally, computational drug
repurposing leverages deep learning to discover new applications for approved drugs, expediting treatment development.

However, the deployment of Al faces challenges, including data diversity, model interpretability, and compliance with regulatory
standards. Ethical and legal issues surrounding Al-generated inventions, such as the absence of patent recognition, complicate
intellectual property rights. While Al offers promising accuracy in drug interaction predictions, its contributions remain limited to
specific stages of drug development. This paper highlights Al's potential to revolutionize cancer therapeutics while addressing its
limitations and the need for robust frameworks to maximize its impact.

Keywords: Cancer Drug Development,; Artificial Intelligence; Precision medicine; Intellectual Property Rights; Drug Discovery
INTRODUCTION

Cancer is an international medical concern. Owing to its great heterogeneity, patients with the same tumour may
respond differently to the same medications or surgical techniques, necessitating the development of more precise
tumour treatment techniques and patient-specific personalised treatments. To design focused treatment options for
patients, it is imperative to have a thorough understanding of the changes that tumours experience, including changes
in their genes, proteins, and cancer cell morphologies. Precise therapy of tumours is fundamental.

The era of Artificial Intelligence (Al) is transforming cancer drug development through enhanced efficiency in drug
discovery, target identification, and patient response prediction. Al algorithms are capable of analyzing huge datasets
and thereby can predict drug efficacy and toxicity. This can improve the drug design process significantly [1,2].

However, the “black box” nature of the Al systems, challenges that are found would include data diversity, model
interpretability, and regulatory compliance [3,5]. Moreover, it is very crucial to ensure that Al applications are
ethically sound and they have been validated through clinical trials for their successful integration into different
cancer research strategies [4,6].

Al enhances drug efficacy and toxicity prediction by leveraging machine learning (ML) algorithms to analyze
extensive datasets, identifying patterns that traditional methods may overlook. These algorithms can integrate diverse
data types, such as genetic profiles and chemical structures, leading to more accurate predictions of how individual
patients will respond to treatments and the potential side effects [7,8]. For instance, deep learning models can predict
drug activity based on historical data, while classifiers combining chemical and gene expression features improve the
accuracy of toxicity predictions [9,10]. This integration fosters personalized medicine by tailoring therapies to
individual patient profiles [11,12].

58 Biomedical Science & Technology: AI /ML in Biomedical Research & Technology



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

METHODOLOGY

Precision medicine (PM) strategy, which considers a person's lifestyle, environment, and genetic composition, is a
promising approach. It also takes into consideration the diagnosis, explanation, and therapy. Patients through the use
of multi-omics or multi-mode data will be able to receive a personalised treatment plan [13]. Another effective
method is the adoption of computational drug repurposing which discovers new applications for already approved
drugs available in the market [14]. The first step of drug repurposing involves a computer screening of previously
developed compounds by employing various computational techniques including ligand similarity analysis, molecular
docking, and machine learning. One particularly sophisticated approach for drug development has been put forth by
Al deep learning technology [15]. This method could incorporate a significant quantity of relevant data to forecast
treatment interactions [16]. Al driven Drug discovery raises two legal questions firstly, is Al given a legal
personality? Secondly, what are the proprietary rights relating to the intellectual properties of Al-driven drugs?

RESULTS

The debate over whether Al should be granted legal personhood is often surrounded at the center of the ethical and
legal considerations. Critics argue that Al lacks the fundamental characteristics of humans and cannot be held legally
liable, while proponents of Al point to its decision-making ability and its impact over society [17]. The intracity over
its decision-making process and potential ethical dilemma make it a challenge to establish a legal status for AI [18].

However, recognizing Al as a legal person would help the pharma companies to discover drugs easily. Moreover, it
should fall in the public domain where digital assistance will be out of the purview of IPR.

The current legal framework does not recognize patents for Al-generated inventions, making ownership of Al-
assisted inventions a legal challenge. Trade secrets or confidential know-how may offer alternative protections, but
this may not be suitable for pharmaceutical industries. The issue of Al being trained with copyrighted or licensed
material raises questions about dataset owners’ rights. Additionally, potential royalty obligations may arise due to
ownership and licensing issues, and patent holders may be entitled to royalties on discoveries made using Al systems.
as demonstrated in Bayer AG v. Housey Pharm., Inc., [228 F. Supp. 2d 467, 470-71 (D. Del. 2005)] The patent holder
may be entitled to royalties on discoveries made using the Al system if the system itself is patented. Careful
negotiation between biopharmaceutical companies and Al providers is essential.

CONCLUSION

Al has the potential to revolutionise drug research and development, especially through machine learning and
generative capabilities. However, with all the promise and potential in drug development, Al tools have limitations.
For example, the tools can, at best, provide up to 80% accuracy in predicting interactions (the accuracy comes down
drastically for protein-RNA interaction predictions). Second, the tools can only aid a single phase of drug
development, target discovery, and drug-target interaction. It will still have to go through the pre-clinical and clinical
development phases, and there is no guarantee that the Al-derived molecules will result in success in those phases.
Finding a balance between utilising Al's potential and adhering to patent restrictions needs considerable thought.
Identifying what constitutes patent-eligible subject matter, addressing ownership and licensing rights, and
distinguishing between human creativity and Al contributions are important concerns. Furthermore, continuing legal
interpretations are required due to the developing notion of a person of ordinary skill in the art (POSA) in the context
of artificial intelligence and the ramifications of public disclosures. The convergence of innovation and legal foresight
will play a crucial role in determining the trajectory of this revolutionary journey as Al continues to alter medication
development.
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Abstract: Calcium is an important element in our body having multiple roles in bone building, Blood clotting pathways, muscular
activities, nervous transmission, Hormonal regulation etc. This study reports on the preparation, characterisation and structural
analysis of calcium rich Marine shell bioceramic biomaterial from a marine shell species Magallana Cuttackensis. The heat
treated shells were converted to a bioactive bioceramic biomaterial by using a wet chemical precipitation synthesis technique
Phase analysis from XRD data revealed the presence of hydroxyapatite phases Bonding analysis by FTIR shows the functional
group for OH™, PO4%~, CO3*". Morphological features are noted from scanning electron microscopy (SEM) data that execute pore
formation while the mechanical properties like hardness data of the developed pellets are observed to be similar to the reported
research studies. Conventional antibacterial studies, bioresorption analysis hemocompatibility cell toxicity and Clotting Time
(CT) proved that the developed material is biocompatible with potential utilization as a bone healing agent or as an accelerator
for blood clotting.

Keywords: Marine Shell; HAP, Bioresorption, Bonegraft; Biocompatibility
INTRODUCTION

The necessity of bone grafting surgeries because of various bone related defects has reached a very high number,
which is about 2 million worldwide, in the last decade [1]. Along with bone related diseases, the increasing number of
sports injuries and accidents have accelerated the requirement for bone tissue replacement [2]. In this regard,
autografting or allograf ting is ideal but has many limitations [3]. To overcome these issues many synthetic and
natural materials have gained significant interest because of their biocompatibility, osteoconductivity and chemical
resemblance with the inorganic component of bone. Over the years, various synthesis techniques have been
developed to prepare synthetic hydroxyapatite (HAP). However, natural sourced HAP is gaining huge importance
today due to the presence of different trace elements [4,5]. The present study emphasises the development of a
probable idealistic bone graft material from a marine shell of Magallana Cuttackensis.

MATERIALS & METHODS
Development of Powder from Marine Shell

A Marine shell of the species Magallana Cuttackensis were collected from the Mangrove area of West Bengal,
(India). Collected shells were cleaned & washed thoroughly and treated with diluted sodium hydroxide solution (97%
minimum assay, procured from Fisher Scientific Pvt. Ltd, Mumbai, India) for 24hrs followed by washing with
deionized water. The cleaned shell s were heated at a temperature of 900°C for 2 h, crushed, and ball milled for 20
hrs followed by sieving to get homogeneous fine powder.

Preparation of Marine Shell Derived Hydroxyapatite (MS HAP)

The Marine shell powder (a specified quantity) was thoroughly mixed for about 30 minutes in boiled water at 80°C in
a beaker. A stoichiometric amount of laboratory-grade orthophosphoric acid (0.6 M) was added to the beaker
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dropwise. The precipitate thus formed was taken in petridishes and dried at 45°C for 3 days followed by calcination at
800°C.

Preparation of Sintered Block and Porosity Study

The calcined powders were pressed at a pressure of 150 MPa in a Hydraulic machine to form cylindrical pellets with
a radius of 10 &+ 0.05 mm and thickness of 6+ 0.05 mm. The pellets were sintered at 900°C with a soaking time of 2 h
and a heating rate of 5°/min in an air atmosphere. Apparent Porosity was measured by the following formula,
Apparent porosity = (Ww - Wd) / (Ww- Ws) *100 Where, Ww: Weight of the pellet after removing from water Wd:
Dry weight of the pellet Ws: Weight of the pellet when in suspended condition.

XRD, FTIR, SEM Analysis

Material phase and lattice parameters of the developed bioceramic material (MS-HAP) was evaluated by using XRD
(Model-BRUKER DS, Japan ). It was done in the 26 range of 20°-60° with a scan speed of 1° per minute. Lattice
parameters (a and c) were calculated from peaks using the standard HCP unit cell plane spacing relationship [6].

_4(h:+hk+!: ) N
d® 3 a* 2

Where d is the distance between the adjacent place, (h,k,1) is Miller indices. Unit cell volume had been calculated by
using the formula V=0.866 a’c.[7].

The FTIR study was performed through Perkin-Elmer, Model No- 1615 (USA) by using KBr pallets in the IR region
(5000-400 cm™). In this work, the surface morphology, microstructure of the dense samples was observed by using a
scanning electron microscope (JEOL SEM, Model No-JSM, 5200, Tokyo, Japan).

Hardness Study

The synthesized sample (pellet form) was measured for hardness by a Vickers hardness machine (Model-VM 50,Fuel
Instr.&Engg. India) using diamond indenter forming square bases having the angles 136°C between the opposite
faces with 60 Kgf load applied for 15secs. Sloping surface area demarcated on the sample by indenter was measured
while Vickers hardness value was calculated by dividing the load force by Kgf/square millimeter area.

Bactericidal Study & MTT assay Hemolysis Study

For the Bactericidal study nutrient agar media was taken in a conical flask and autoclaved at 121°C temperature for
20 mins. The media was cooled at 40-45°C temperature and inoculated with the culture of Staphylococcus aureus and
poured in petridishes. Porcelain bits were dripped into the sample solution and placed in the petridishes. Two bits of 3
mg/10 ml and 5 mg/10 ml samples were taken. The petridishes were incubated at 35°C temperature for 24 hours and
noted for the zone of inhibition.

MTT assay was done by Peripheral blood mono nuclear cells (PBMC) cells (NCCS, Pune). The cells were seeded in
24 well plates at a density of 5 x 10* cells/cm®. The cells were treated with prepared calcined bioceramic powder
samples and incubated for 24 hours. Then MTT was added, shaken for 15 mins and incubated for 4 hours. After
removing the media DMSO was added for dissolving the crystals. A purple-coloured solution was formed. OD was
taken at 545 nm against a blank. The experiment was performed in duplicate and the mean data was recorded. The
haemolysis study was done by following the ASTM guidelines [8].

Bioresorption Study (Stimulated Body Fluid Study)

Simulated Body Fluid was prepared in the laboratory by maintaining all the composition levels and conditions as
described by Kokubo et al [9]. Sintered pellets were immersed in the prepared SBF solution. The solution was
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changed on three alternate days during a one-month study. The surface texture of the pellets was observed through a
scanning electron microscope after a 1-month time point.

Clotting Time

For the CT test, 10mg calcined MS-HAP powder was added directly to the 340ul of human blood in an Eppendorf
tube. Then the tube was placed into a water bath at 37°C for 15min. 20ul 0.2M CaCl, was added to the tube. Then the
tube was turned up and down with a 1 sec interval. After that, the clotting time was measured with no movement of
blood in the Eppendorf tube.

RESULTS AND DISCUSSION

Physical Properties

The physical characteristics of porous specimens (sintered at 900°C) of dimension (10 x 6 mm?) are presented below
in Table 1.

Table 1 Data of physical properties

o/ ) pore size distribution(pm)

Sample Hardness(GPa) Avg.Sintered Apparent porosity (%o
Density(g/cc)

MS -HAP 3.6410.41 3.03 24.35£1.28 12-180

The sintered density of the developed ceramic is quite similar to the other hydroxyapatite derived from synthetic or
biogenic sources like Eggshells. The result is very much conforming to the other literature values [10-11]. The
porosity values show the presence of plenty of void spaces within the matrix which is very much essential for bone
integration. The hardness values are quite confirming to the findings of Timothy P. Hoefner et al. [12], and P
Bhattacharjee et al.[13].

XRD & FTIR Analysis

The XRD of raw marine shells showed the presence of calcium carbonate peaks. The phase analysis of the calcined
MS HAP powder was examined through X-ray diffractometry in the 26 range of 200-600, as no other prominent
peaks are observed beyond this range. The samples showed several high-intensity peaks corresponding to various
planesi.e. (002),(211),(300),(202),(212),(222), (21 3) that’s matches with the standard card no JCPDS
(09-0432) for Hydroxyapatite. The sharpest peak is observed at 20 range of ~32.06 corresponding to the (2 11) plane
proving the presence of hydroxyapatite crystals, as confirmed by other literature [14-15].

The lattice parameters as calculated are expressed in below Table 2.
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Figure 1 (a) XRD of MS-HAP (b) FTIR curve of MS-HAP
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Table 2 Data of lattice parameters and unit cell volume

Sl no composition a axis (A) ¢ axis (A) Unit cell
volume(A3)
1 MS- HAP 9.5230+.0.086 | 6.941 +0.140 | 533.93+22.02

The FTIR curve shows the presence of peaks at 567 cm™ & 1022 cm™ signifies the presence of phosphate ions. The
peak at 3750 cm™ and a long stretching band due to hydroxyl ions are also very clear. A sharp peak at 2357 cm™ is
also noted which is due to the presence of some unreacted carbonate ion.

Bioresorption Study (Stimulated Body Fluid Study)

A huge amount of apatite layer is observed under the scanning electron microscope. This is due to the favourable
interaction of the pellets in the SBF solution The dissolved pellets lost their weight at the beginning due to absorption
and interaction with different ions present in them. The % of weight degradation is expressed in below Figure 2. The
rate of degradation is faster up to 12-15 days after that the rate becomes slower probably because of the apatite layer
appearance (Figure 3) above the pellets.

MS-HAP Weight degradation profile in SBF

=
o ——
. ==
\.\
%% —
: S———
g
& . . . . . . .
1 2 3 4 5 6 7 8 9 10

Figure 2 Percentage weight degradation profile of MS HAP in SBF A 30 day record has been plotted
Scanning Electron Microscopy

Highly clustered HAP particles are revealed (Figure 3) under the Scanning Electron Microscope (SEM). The image
expressed a highly perforated pellet matrix with almost the same kind of particles having a basic globular structure.
The pore dimensions are of varying dimensions. The wide range of pore size distribution may be attributed to the
cluster formation of the matrix or due to the evaporation of trapped water inside the matrix.

Figure 3 (a) Depicting the SEM of developed MS-HAP,(b) SEM of Pellets after 30 days of study, the white region
(red arrow point) is the apatite layers, (c) A petridish under the study, showing no zone of inhibition, the yellow
arrow and blue arrow represents 3mg/10ml and Smg/10ml samples respectively.
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Bactericidal, MTT Assay Hemolysis Study and Clotting Time

The petridish showed nearly no zone of inhibition as examined under the microscope, suggesting that the material
possesses no antibacterial properties. The MTT study data showed that more than 80% of cells are viable. The whole
blood clotting time (CT) was only 108+4sec and the hemolysis result revealed that the material caused less than 3%
haemolysis in study blood. The haemolysis study result is given in Table 3.

Table 3 Haemolysis Study Data

Composition | Wavelength Avg. 0.D. of O.D.(+)ve | O.D.(-) ve %Haemolysis
(nm) Test sample control control
MS-HAP 545 0.071 0.46 0.061 2.50
CONCLUSION

The present study reported the development and description of a highly biocompatible bio-sourced hydroxyapatite
from a marine shell. The density is very close to the theoretical density of synthetic HAP. The pellets showed a
hardness value good enough to be used as an implant body capable of withstanding the required stress or strain. The
phase analysis and FTIR study conclude the presence of a hexagonal HAP lattice and some unreacted carbonates in
the final products. The SBF study indicated a favourable interaction with a good amount of apatite formation,
suggesting ideal bone graft material properties. Hemolysis, bactericidal and MTT assay concluded the absolute
biocompatibility nature of the material. The clotting time result showed an aggravated response which confirms the
effect of the MS-HAP blood clotting pathways. Therefore, we conclude that the developed marine shell-derived
bioceramic biomaterial can be used as a haemostatic agent or as an ideal bone graft material for faster bone healing.
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Abstract: Importance of wound healing in context of scaffold degradation cannot be overstated, as timing and manner of scaffold
degradation directly influence healing process. In present study, a bio-composite scaffold (Chitosan: Polyvinyl alcohol, polyvinyl
alcohol: Centella Asiatica, Centella Asiatica: Chitosan, Silk Fibroin: Chitosan, silk fibroin: Centella Asiatica) and explicit
scaffold were considered for different hemocompatibility, anticoagulant assay and characterization study. In addition to this for
scaffold degradation, explicit scaffolds as well as poly electrolyte complex (chitosan: Gelatin and chitosan: Alginate) scaffolds
were fabricated. In the current study, scaffold deterioration was evaluated in presence of perfused media. Study found that the
maximum degradation of chitosan: alginate (20:80) PEC based scaffold occurred at flow rates of 2 ml/min and 0.5 ml/min.
Alginate-based scaffolds degraded almost 80% from their original weight, with slower degradation at 2 ml/min. FTIR analysis
reveals different functional groups amide I, amide Il and amide Il for silk fibroin. Likewise for Centella Asiatica extract are
phenolic groups and alkyl halides. Silk-1 (alpha form) and Silk Il (beta form) found at diffraction peaks 20-21° and 28°
respectively according to XRD analysis. PVA/silk fibroin has the highest swelling ratio (77.5%) and Silk fibroin /Centella Asiatica
have shown maximum serum adsorption capacity.

Keywords: Anticoagulant; Bio-composite; Degradation;, Hemocompatibility; Perfused Media
INTRODUCTION

In both acute and chronic wounds, wound matrix materials are employed to promote dermal and epidermal layer
regeneration. Modern wound matrices are mostly made of biologic materials, which include tissues that have been
treated from allogeneic and xenogeneic sources. Regrettably, current biologic wound matrices have a number of
drawbacks, such as inadequate strength, durability, longevity, and enzymatic resistance, all of which are necessary for
providing long-term support for the creation of new tissue [1]. Three essential elements are needed to successfully
restore living tissue: scaffolds, growth-stimulating signals, and cells [2]. Scaffolds serve as a framework for cells to
grow, differentiate, and form tissues. They help maintain the shape and structure of the tissue being engineered.
Scaffold degrade in vivo through a complex process of physio-chemical degradation that includes enzymatic
breakdown, chain scission and material dissolution in a wet environment, as well as cellular metabolite-driven
degradation like inflammation and cytokine response [3]. Normally, biomaterials degrade within the body to allow
for the regeneration of new tissue. As scaffolds degrade, the by-products should be non-toxic and capable of being
absorbed or eliminated by the body. Nevertheless, their deterioration might not coincide with the pace at which tissue
grows, which could result in partial scaffolding material breakdown. The use of scaffolds as biomaterials provides
numerous benefits, however there are various challenges associated with the interaction between implanted
biomaterials and surrounding host tissue. It ranges from incomplete degradation to toxicity and mechanical failure
[4]. Such incomplete degradation leaves residual elements that causes inflammation and fibrosis among other adverse
effect. In addition to this scaffold that do not degrade properly can create a physical barrier that restricts the diffusion
of nutrients and oxygen, both of which are essential for cellular metabolism and tissue regeneration. Biocompatibility
of blood contacting devices relates mainly to the thrombotic response induced by the materials. Blood coagulation
and thrombosis brought on by platelet adhesion and activation on material surfaces can result in functional failure and
potentially catastrophic consequences, hence sufficient and persistent anti-thrombogenicity is crucial for materials
that come into contact with blood [5]. However thrombotic and bleeding risks associated with necessary
anticoagulant therapy remain serious concern with respect to wound healing and treatment [6]. To address these
issues, the scaffold material, design, and degrading qualities must be carefully considered. It is critical to select
biocompatible, non-toxic materials with proper degradation rates.
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In the current study bio-composite as well as polyelectrolyte scaffold were fabricated. The four biomaterials silk
Fibroin (SF), polyvinyl alcohol (PVA) Chitosan (CS) and Centella Asiatica (CA) were used for bio-composite and
bio-film preparation in the ratio of 50:50 concentrations. In this study, we have utilized polyvinyl alcohol (PVA), a
water-soluble, nontoxic, biocompatible and biodegradable polymer which is widely used for scaffold fabrication in
tissue engineering. Additionally PVA can absorb a significant amount of water, which helps maintain a moist
environment for cells and promotes cell adhesion and proliferation. Among various materials scaffolds-based
chitosan and its derivatives have gained considerable attention. Chitosan is an cationic polymer is composed of N-
acetylglucosamine (GlcNAc) and glucosamine (GIcN) residues, which displays some favourable properties such as
low-toxicity, good biocompatibility, biodegradability and mucoadhesive [7]. Silk fibroin which is extracted from silk
worm is the most abundant natural polymer due to many desired physiochemical properties such as excellent
biocompatibility, biodegradability, bio-resorbability, low immunogenicity, and tune-able mechanical properties is
used for scaffold preparation [8]. Inspite of that silk fibroin has shown poor anti-coagulant property [9,10], to
overcome this Centella asiatica (CA) commonly known as Indian pennywort or Gotu kola, is a herbaceous, frost-
tender perennial plant is used in the treatment of wounds and ulcers and is incorporated with Silk fibroin to promote
blood circulation and to remove blood stasis [11]. The degradation of scaffolds is a critical aspect in tissue
engineering and regenerative medicine. Scaffolds can lose structural integrity and mechanical strength if they decay
too rapidly or incompletely, which results in mechanical failure, including collapse or fracture [12]. To overcome this
rate of scaffold degradation should be in a controlled way. The present work had conducted degradation study of
polyelectrolyte complex (PEC) and explicit scaffold up of Chitosan/Alginate and Chitosan/Gelatine at ratio of 20:80,
50:50 and 80:20 concentration. The scaffold degradation studies in perfused media were performed at flow rate of 0.5
ml/min, 1 ml/min and 2 ml/min. Perfused media had caused scaffold degradation due to presence of mechanical shear
stress.

MATERIALS

Chitosan (CAS No: 9012-76-4), Gelatine (CAS No: 9000-70-8), Sodium alginate (CAS No: 9005-38-3), polyvinyl
alcohol (CAS NO: 9002-89-5) were purchased from HIMEDIA Laboratories, India and LOBA chemicals pvt Ltd.
Mumbai, India. Silk fibroin were procured from Chhattisgarh gram Udyog and centella asiatica leaves were
purchased from local market. Blood samples were collected from poultry farms.

METHODS
Bio-Composite Fabrication

Suspensions containing desirable amount of selected materials will be prepared in first step. Isolation of silk fibroin
from cocoons of silk worm and is cut into small pieces and boiled in an aqueous solution of 0.2 M NaHCO;. To
obtain silk solution it is dissolved in 1 M calcium nitrate, the degummed fibers will be dialyzed to remove debris and
silk aggregates. Followed by preparation of Centella asiatica leaf extract, the dried and powdered aerial plant parts
were macerated using 40 mL of 99% purity methanol as solvent is used at room temperature for 5 hrs. Similarly PVA
and chitosan suspensions were prepared. To prepare Poly vinyl alcohol solution (PVA) it was dissolved in deionized
water with varying concentration of 5% (w/v) until continuous stirring at 70°C. To prepare Chitosan (5% w/v) it was
dissolved in 80% (w/v) acetic acid until continuous stirring at 80°C. Biofilms were prepared by solvent casting
method. Characterization study such as Scanning Electron Microscopy (SEM), X-ray Diffraction crystallography
(XRD) and Fourier transform infrared spectroscopy (FTIR) is performed. Evaluation of in-vitro hemo-compatability
testing of polymeric films of various blends is conducted. 24 well microtiter plates with 100 pl of serum separated
from whole blood, polymeric films were incubated at 37°C for 24 hrs. To measure the adsorption of serum protein
onto polymeric films the absorbance was checked at 540 nm after incubation using microplate reader.

Polyelectrolyte Scaffold Fabrication and their Degradation

Explicit scaffold and PEC scaffolds were fabricated form chitosan, alginate and gelatine at mixing ratio of 20:80,
50:50, and 80:20 concentration by solvent casting and etching. The degradation test was performed for continuous 6
days. To perform degradation in a 60 ml BD Plastipak syringe, a simulated Body Fluid (SBF) was placed. The
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programable Shenchen syringe pump (Darwin microfluidics, France) was loaded with the filled 60 ml syringe and put
into infusion mode. 0.5 ml/min,1 ml/min and 2ml/min flow rate of syringe pump flow were maintained consistently.
The flow-driven system was assembled by linking a syringe pump to the microfluidic chamber in a series
configuration utilizing microfluidic accessories. Scaffolds made of all PEC ratio were cut in such a way that their
initial weight was 50 mg and they were placed inside the microwells. Eight of dried scaffold of discharge SBF were
observed after one day interval until the initial wight of scaffold was degraded upto 80%. Degradation study in
perfused media had been performed in triplicate form.

RESULTS AND DISCUSSION
Characterization And Hemocompatibility Study

FTIR studies reveal characteristic peaks of silk fibroin at 1590 cm-1 (amide I), 1622 cm™ (amide II) and 1230 cm™
(amide III). Similarly for CA extract the major functional groups present are alkyl halides at (500-600 cm-1) and
phenolic groups at (3000-3380 cm™) are present. XRD reveal that silk-I (alpha form) is present at diffraction peak 20-
21° and silk II (Beta form) at diffraction peak at 28°. The maximum swelling ratio was approximately highest
(77.5%) for PVA/silk among all bio-composite scaffold. Since hydrophobicity plays an important role for
biocompatibility of polymeric materials. PV A/silk exhibited lower contact angle (75.5°). Hence incorporation of silk
fibroin into PVA can decrease the contact angle, making the surface more hydrophilic. For invitro hemocompatibility
test silk fibroin /Centella Asiatica have the maximum serum adsorption capacity (as shown in Table 1). Since silk has
poor hemocompatibility and thermogenic response, the incorporation of Centella asiatica improved the response
towards hemocompatibility.

Degradation Study

Results indicated that the maximum degradation occurred in chitosan: alginate (20:80) PEC based scaffold at flow
rate 2 ml/min. In addition, the maximum degradation had occurred for the flow rate 2 ml/min among all scaffolds at
day 1. Similarly, at day 2 the maximum degradation was reported for the chitosan-alginate (50:50) based scaffold for
flow rate of 0.5 ml/ min (as shown in Figure 1). Also the maximum degradation rate were observed at flow rate of
0.5 ml/min for explicit chitosan and Chitosan: alginate (20:80) scaffold, respectively. Alginate based scaffold was
degraded almost 80% from its original weight for all three types of flow rates. The degradation of scaffold at flow
rate 2 ml/min was slower as compared to other flow rates in day 5 and day 6. Additionally, the scaffold fabricated
from higher concentration of chitosan had revealed slower degradation as compared to others configuration. PEC
scaffolds may experience faster degradation at 1 ml/min flow rates as compared to 2 ml/min flow rates due to a at 2
ml/min (higher) flow rate there was reduction in the exchange of nutrients and waste products.

a
o (b) Serum Adsorption of all Bio-composite at 540nm
Concentration ”‘::;;g’:::lmm (tn g ::
standard devistion (SD) g :::
= 50:50 0458205 g i—] &
n 50:50 0.480 £0.3 - L
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Figure 1 (a) Serum adsorption of all Bio-composites with average optical density along with standard deviation (b)
Serum adsorption of all bio-composites 540 nanometer
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Figure 2 Degradation of PEC scaffold at perfused media (a) Day 1, (b) Day 2, (c) Day 3, (d) Day 4, (e) Day 5, and (f)
Day 6

CONCLUSION

Thus the present study reveal the importance of correlation between controlled degradation and wound healing. The
collapse and injury of the scaffold can be minimized with the incorporation of appropriate biomaterials that have
good hemocompatibility and which prevents thrombosis and blood loss. The process of scaffold degradation in the
presence of perfused media can improve nutrient supply and waste removal, but the mechanical stress imposed by the
flowing media can cause the degradation of scaffold too. Enhancement of wound healing is dependent on the
selection of the appropriate biomaterials and also the degradation of scaffold should be in a controlled way. The
present study opens the new pathway to researcher to select the bio composite scaffold for wound healing and high
mechanical properties for scaffold fabrication and degradation.
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Abstract: Microcarriers are extremely small particles that have been thoroughly studied for usage as medication carriers and in
cell production. Their diameters range from 50 to 400 um[1]. The biomedical industry has shown a great deal of interest in
microcarriers with flexible designs, materials, and sizes for wider use in tissue fabrication, 3D bioprinting, and in vitro disease
modeling platforms[2]. The use of microcarriers to scale up cells for use in cell therapy applications is growing in popularity.
More simplified scale-up, process robustness, cost-effectiveness, and regulatory compliance are needed as cell therapies are
employed in clinics more often[2]. One of the most thoroughly studied cell-based medicinal products, mesenchymal stem cells
(MSCs) have been shown to have significant applications in tissue regeneration, immune-mediated regulation, and repair[3].
Owing to the constrained quantity of adult stem cells that can be extracted from patients, it is imperative to produce substantial
quantities of stem cells extracellularly in a cost- effective way. An environment optimal for the large-scale generation of adherent
cells may be created by combining stirred-tank bioreactors with the well-established technology of microcarriers in the
biopharmaceutical sector[2]. The fabrication of in vitro tissue engineering models for drug screening and organ-on-a-chip
platforms, as well as in situ tissue regeneration as a "one-size-fits-all" platform for minimizing highly invasive surgical
procedures, have both been documented as intriguing uses for microparticles{4]. Presently, scaffold-free spheroid cellular
aggregates are produced by 3D cell culture techniques, which hold great promise for supplanting traditional 2D cell culture
methods. While they can more accurately and geographically reproduce the milieu of physiological tissues, they nevertheless have
some drawbacks that may be resolved by incorporating biomaterials—such as micrometric particles—into the cellular
constructions[5]. The development of biodegradable implants for bone tissue engineering has been impeded by the lack of
biocompatible materials[2]. Therefore, optimizing bioactivity by altering the composite's surface is crucial for bone regeneration.
The ratio of surface area to volume of microcarriers is their most important characteristic because it allows for the development
of huge cell populations in a relatively small culture vessel while using less growth media[6]. For cell development and
harvesting, the matrix materials utilized in the creation of microcarriers are essential. For instance, polylysine, poly(N-
vinylguanidine), and poly(N-isopropylacrylamide) (PNIPAAm) surface coatings on microcarriers may promote MSC cell
attachment, bead-to-bead cell transfer, nutrient perfusion, and differentiation into a range of target mature cells{2][7].

Furthermore, one of the most innovative areas of tissue engineering and regenerative medicine is the fabrication of engineered
tissues, which has been made possible by microcarriers’ bottom-up assembly. The current developments of biopolymer-based
microcarriers—particularly polysaccharides like chitosan, chitin, cellulose, hyaluronic acid, alginate, and laminarin—for 3D cell
culture and the creation of engineered tissues based on them are thoroughly examined in this study[§].

Keywords: Microcarriers; Mesenchymal; 3-D Bioprinting; Fabrication, Tissue Engineering; Regenerative
RESULTS

Stem cells show great potential for drug discovery, cell therapy, regenerative medicine and many other biotechnical
uses. They have the ability to renew themselves and differentiate into specialized tissue based on the requirement and
source [4]. Even after having so many benefits the stem cells generation faces many challenges. To overcome these
challenges microcarriers come into play. The cell adhesion capacity of microcarriers can promote cell expansion and
differentiation. Cell aggregation which is a major problem to cell growth is also overcome with the help of
microcarriers as it prevents cell aggregation and allows harvestation of concentrated cells by providing large surface
area [5]. The attachment of stem cells to the microcarriers is facilitated by coating the microcarriers with a certain
adhesive protein [6].

Although the conventional method was efficient, it possessed potential risk to the patient as the microparticles
remained in the body. Hence the development of degradable microcarriers was a major step in overcoming the major
challenges of conventional microcarriers [7]. The microcarriers were also successful in creating microtissue.
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Nanofibrous microcarriers promoted cell proliferation, differentiation, and tissue recovery in an experiment on rats
with knee cartilage defects, thus showing their potential for cartilage generation [8]. The surface modification of these
biomaterials strengthen it thus becoming crucial for bone regeneration.

CONCLUSION

Microcarrier technology offers benefits for tissue engineering, cell treatment, and large-scale production of
functioning cells while preserving their unique phenotypes. Tissue engineering has a promising future thanks to
advancements in microcarrier materials, particularly those made entirely of natural resources[9]. Biodegradable
materials inspired by nature are also being investigated for use as microcarrier materials in the production of cells.
Biodegradable microcarriers are less costly and more suited for in vivo use since they don't need to be removed from
the body after implantation in order to heal tissue in a clinical environment. To promote tissue regeneration in some
applications involving tissue repair and regeneration, cells may need to be seeded or implanted in a substrate that can
act as a temporary matrix [10].
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INTRODUCTION

Magnesium alloys are renowned for their lightweight nature and high strength-to-weight ratio, making them ideal for
aerospace, automotive, and biomedical applications. However, their poor corrosion and wear resistance limit their
extensive use. Protective coatings comprising alumina, zirconia, and carbon nanotubes (CNTs) have shown promise
in enhancing these properties. Alumina provides wear resistance and improves surface hardness and durability.
Zirconia enhances thermal and chemical stability, reducing porosity and improving corrosion resistance. CNTs boost
tensile strength and toughness, integrating uniformly with ceramic matrices like alumina and zirconia. This study
focuses on using electrophoretic deposition (EPD) to apply composite coatings on magnesium substrates to improve
their corrosion resistance, wear properties, and overall performance. By combining alumina, zirconia, and CNTs, the
composite coatings deliver synergistic advantages, with EPD enabling the co-deposition of these materials into a
uniform and coherent layer.

Keywords: Magnesium Alloys, Electrophoretic Deposition, Alumina, Zirconia;, Carbon Nanotubes (CNTs); Wear Resistance

METHODOLOGY

Magnesium samples (15 mm % 15 mm) were prepared by polishing with emery papers of grades 120 to 1200. A
suspension containing 80% alumina (Al,O3), 10% zirconia(ZrO,), and 10% CNTs was made using ethanol and ball
milling for 24 hours. The prepared suspension was subjected to ultrasonic and electromagnetic stirring to ensure
homogeneity. EPD was carried out using DC power, followed by sintering at 250°C in a muffle furnace to densify the
coatings. Characterizations, including scanning electron microscopy, fretting wear testing, and frictional property
assessments, were conducted to analyze the coatings.

RESULTS

Figure 1 shows the SEM image of coated magnesium samples exhibited uniform morphology and microstructural
integrity. The absence of any significant pores and cracks in the coated samples causes an increase in corrosion and
wear resistance of the materials as compared to the bare magnesium substrate. Coated samples demonstrated
significantly lower wear rates and reduced material loss compared to uncoated samples. The coefficient of friction
was also reduced, indicating smoother surfaces and enhanced performance. The composite coating increased
resistance to wear such as adhesive and abrasive wear, crucial for biomedical applications. The wear behaviour of
uncoated and coated magnesium alloys are shown in Figure 2(a) and Figure 2(b) respectively.

The graph in Figure 1(a) shows a faster progression in wear depth, reaching 60 pm compared to 30 pm in the Figure
1(b), with no clear stabilization phase. In contrast, the graph in Figure 2(b) stabilizes after 800 seconds with
significant periodic variations. Finally, the curve in Figure 2(b) plateaus, suggesting stabilization of the wear process.
This reflects typical fretting wear behaviour with initial asperity removal, steady degradation, and eventual steady-
state conditions. This suggests that uncoated magnesium alloy undergoes more aggressive wear while the graph of
coated magnesium alloy indicates better wear resistance and steady-state conditions.
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Figure 1 SEM micrograph of Al,03-ZrO,-CNT coated Mg alloy
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Figure 2 A plot of wear depth against time for (a) bare Mg alloy (b) Al,05-ZrO,-CNT coated Mg alloy
CONCLUSION

The study successfully developed wear-resistant composite coating incorporating Al,O;, ZrO, and CNT on
magnesium alloys using EPD. The coated samples demonstrated superior wear behaviour compared to uncoated ones,
highlighting the effectiveness of composite coatings in enhancing the durability and functionality of magnesium
alloys for potential industrial and biomedical applications. Despite challenges such as scalability and long-term
stability, these coatings hold potential for advanced applications in biomedical implants, aerospace, and automotive
industries. Future research should focus on optimizing coating compositions and testing their in-vivo performance.
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Abstract: Digital signal processing and optical communication have an important spin-off in the form of biosensor at improving
human health by relaying real-time biometric data. Proposed label-free integrated optic single ring resonator (SRR) with high-Q
is designed and analysed to exhibit high sensitivity and high selectivity against five different common cancer cells. The Q- factor in
this study varies around 5600. Distinct resonant peaks for different affected blood samples with respect to normal blood sample
give an insight on the affected cells. This integrated optic device can seamlessly be integrated with the CMOS ecosystem with
distinct advantages in terms of size, weight, power consumption, and cost.

Keywords: Single Ring Resonator; Mason’s Rule; Delay Line Signal Processing; Q-Factor; FWHM; Sensitivity
INTRODUCTION

Diagnosis, prognosis, and treatment of disease in time may greatly help in reducing human suffering and curing
cancer. Death and devastation can greatly be reduced if it is detected at an early stage[l]. Early detection,
pretherapeutic responsiveness prediction, and postoperative micrometastasis monitoring are the hallmarks for
successful treatment[2]. Integrated photonic devices offer clear advantages in system miniaturisation, reducing weight
and power cost in bio-sensing by leveraging the established CMOS manufacturing infrastructure. Photonic structures
used for sensing include Fabry-Parot interferometers based ring resonators, photonic crystals are the enabling
technologies today. Split ring resonator devices showed sensitivity to the bio-sensing parameters of transmission
coefficient magnitude, resonant frequency and loaded Q values, due to the coupling of nano-size biomaterials [3]. The
influence of dielectric nanoparticles on the conventional 4-port micro resonator configuration shows great potential to
utilize this device as bio-sensor for detecting cancer.

Optical ring resonators based on evanescent field are versatile wavelength-selective passive elements without gain,
play a vital role in integrated optics. It can be viewed as an optical transmission system incorporating feedback. The
frequency selectivity of an optical resonator makes it useful as an optical filter or a sensor. These kinds of devices are
generally characterized by their frequency response which describe the variation of magnitude and phase angles with
frequency. Delay line signal processing using z-transform method coupled with linear system theory has been used in
this work for analysis of ring resonator based devices.

The proposed bio-sensing platform exhibits high sensitivity(S) and high quality factor (Q). Label free optical bio-
sensors provide an easy way of sensing by eliminating the need of the fluorescent levels on analyte molecules, Two
sensing mechanisms can be used at output end i.e. the resonant wavelength or frequency shift monitoring or the
variation in intensity at a selected wavelength or frequency [4].

In general, the light of a tuneable laser or a super-luminescence diode (SLD) is coupled to the waveguide via grating
coupler or by butt coupling. The light is then partly coupled to the ring resonator. If the resonance condition is
fulfilled, resonance peaks at the output spectrum results, as illustrated in Figure 3. At the output, the light is coupled
to a photodetector (PD) or an optical spectrum analyser depending (OSA) depending on the light source used. Current
advances in heterogeneous as well as monolithically integration give rise to implement laser and Photodiodes on the
same chip together with the photonic sensors [5].
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ON-CHIP MICRO RING RESONATOR DEVICE STRUCTURE AND MATHEMATICAL
FORMULATION

The optical ring resonator identifies the intended molecules or biochemical molecules by assessing the change in light
behaviour. This change in light behaviour occurs due to the interactivity of evanescent field of the resonating light
with bio-samples such as blood, serum, saliva, bacteria, protein or DNA traits present on the surface of the ring
resonator. In response to that interactivity; the medium changes the combined or effective refractive index of the
bounded bio sample, which leads to a change in the resonance wavelength of the resonator.

Human tissue contains a blend of water and organic compounds. Cancer cells have higher refractive indices than
normal cells due to more protein in their cytoplasm. Therefore, detecting the normal and cancer cells is essential
enough to make a passable diagnosis sensor. The difference between the refractive index of the normal and cancerous
tissues leads to the resonance frequency shift at the optical transmission spectrum of the biosensor [6]. A high quality
factor (Q), leads to a significant difference in the transmission diagram due to a small change in the refractive index.

These sensors must be capable of recognizing a small refractive index change of (An) < 0.01% that will shift the
resonance wavelength or frequency to recognize cancer cells from normal cells.

(a) Optical directional couplers and transfer matrix formalism

Coupling occurs because of overlapping of the evanescent field of one wave guide with the core of another
waveguide placed at close proximity as shown in Figurel(a). The lines in Figure 1(a) indicate waveguides of finite
dimensions. Figure 1(b) represents its z-transform equivalent. Here E\, E, represent coupler input, E,°, E,° represent
coupler output, C = \1- « is the through port transmission coefficient, — jS = — jVk is the cross-port transmission
coefficient and «, the power coupling ratio of the optical directional coupler. The interesting relation between these
two coefficients is as follows:

$*+C*=1 (0

Throughout the analysis it has been assumed that the effective group index is constant and does not vary from its
nominal value. It is assumed that no loss occurred at the coupling region and the waveguides are perfectly matched
i.e., the propagation constants of coupled waveguides are equal, also the coupling ratio is assumed to be wavelength
independent. So the matrix elements are constants.

For an optical directional coupler as shown in Figure 1, the relationship between inputs and the outputs can be
expressed by 2 x 2 transfer matrix formulation[7]. The transfer matrix of such configuration can be expressed as
follows:

BN [ C —iS\(E;
=q . 2)
E? J —JS ( J E!

The coupler matrix in (2) has been approximated [4] by the product of an overall amplitude transmission coefficient,
q (0.9 <q<1) of the coupler and a unitary matrix.

(b) Single ring resonator architecture

This section focuses primarily on 4-port single ring resonator (SRR) architecture. As a single standing wave resonator
side coupled to a single waveguide can only pick up half of the signal power at resonance. So, a second straight
waveguide, called mirror waveguide is side coupled as shown in Figure 2(a) and its z-transform equivalent is shown
in Figure 2(b).
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Figure 2 (a) Configuration of single ring resonator (SRR) with different ports; (b) Signal flow graph (Z-transform
equivalent) of SRR

Fiber lengths are capable of providing precise time delays that can be employed to perform the time-delay function.
In delay line signal processing technique z™' represent unit delay. Moreover z-transform of the unit delay introduces
periodicity over the frequency response and one such period is called free spectral range (FSR). This FSR is the
reciprocal of unit delay time (T), so,

FSR=WT =c/nl; =c/2xnr 3)
where r is ring radius, c is velocity of light, n is the refractive index (RI) of medium and LU is the unit delay length.
Following Figure 2(b), the overall transmittance of the signal flow graph is as follows [8]

—_—

S8 afrr™
l = Cllc“z;,: -i

Toylzds - (4)

In the expression (4) the round-trip loss y=exp (-aL), where a is average ring loss per unit length and L is the ring
perimeter. z' is generally known as unit delay in z-domain.
(c) Single Ring Resonator as Bio-Sensor

Propagation velocity of light varies inversely with refractive index (RI) of the medium. Accordingly, when light
passes through analytes having higher refractive indices than that of air and water it’s velocity decreases. Different
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blood samples have different permittivity (¢) and according to the relation € = n*, where n is the effective refractive
index of the medium. Accordingly, transmittance of light wave will be different for different samples attached to the
ring resonator assuming that the refractive index of the mass covering the surface of ring resonator is varied
according to blood samples. This change at the output in transmission spectra is observed by simulation on MATLAB
platform for five different cancer cell lines along with healthy person’s blood sample (with n= 1.35) as shown in
Figure 3.

SIMULATION RESULTS

The ring perimeter for the proposed device has been assumed as 4 pm, with coupling coefficients ;= k= k=0.01.
Transmission characteristics were obtained by simulation on MATLAB platform. Obtainable parameters for different
blood samples are given the Table 1.

Table I Performance metrics of the proposed device

Name of cell | Disease RI (n) FSR= | FWHM Q- Factor Sensitivity= FOM=
(THz) | (GH2) S=Af/An SFWHM
THz/RIU
Normal Normal 1.35 §.84 36 Reference Reference Reterence
Jurkat Lenkemia 1.39 8584 |36 540236 74.75 2076.39
HeLa Cervical 8.571 35 5485.42 64.45 1790.34
Cancer 1.392
PC-12 Brain 1.3095 8556 35 5634 .06 5069 1448.25
MDA-MB - | Breast Cancer 8.53 35 5621.88 35.08 1002.33
231 1.399
MCE-7 Breast Cancer1 | 1.401 | 8.519 35 5605 83 2820 805.60
i Variation of transmission characteristics with RI
(&) | n1=1.35%
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Figure 3 (a) Repetitive nature of Transmission characteristics of the SRR for finding different parameters, (b) Once
cycle of transmission characteristics for showing distinct shift in resonance frequency with different samples of
different RI(n) ; (c) Highlighted single peak due to normal blood sample (n=1.35).
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CONCLUSION

From Figure 3(a) it is observed that even for a minute change in the refractive indices(An) of affected blood samples,
the conventional 4-port micro-ring resonator-based bio-sensor provides a distinct change in the resonant frequency
(Af) which means it gives very sensitive results. And this is possible when the quality factor is high. The quality
factor in this work is around 5600 depending on the samples being tested. FWHM for all the samples are around
35GHz. Sensitivity is high enough ranging between 400 to 1000 pum/RIU. All these results are comparable to that of
[9]. This method of mathematical modelling and simulation is simple and straight forward. Detailed design
parameters can be set using FDTD method for optimum results.
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Abstract: Tumor-derived exosomes (TEXs) are particularly significant in cancer, potentially serving as cancer prognostic
markers. In recent years, several sensor technologies have been developed for exosome detection, including potentiometric
sensors, electrochemical methods, capacitive sensors, fluorescence methods, and surface-enhanced Raman scattering. However,
most of them lack the capability to detect at early stage. In this context, field effect transistor (FET) biosensor enables rapid,
sensitive and label-free detection approaches. However, most of the FET based devices require sophisticated fabrication facilities
which are often not economical. Herein, the work demonstrates a robust, custom-built scalable FET biosensor employing
thermally reduced graphene oxide as sensing material designed on affordable PCB platform to achieve sensitive and reliable early
detection of exosomes from lung cancer cells. The proposed device has the ability to detect 104 exosomes/ml which is comparable
to the detection limit reported by other FET biosensors deploying cost intensive fabrication procedures. This unfolds the potential
for effortless translation of graphene FET biochips on PCB platforms which additionally promises clinical translation capability
as pre-screening device.
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INTRODUCTION

Extracellular vesicles (EVs) are crucial mediators in intercellular communication wherein these membrane-bound
vesicles form heterogeneous group, based on size, density and cellular origin. Exosomes are subset of EVs, ranging
from 40 to 160 nanometers in diameter. Initially thought to be cellular waste, exosomes are now scientifically
recognized as key players influencing various biological processes in health and disease, including cancer. Increasing
research shows that tumor-derived exosomes (TEXs) are particularly significant in cancer, potentially serving as
cancer prognostic markers [1,2].

Lately, liquid biopsy has emerged as a promising approach for non-invasive cancer detection [3]. The cancer-specific
exosomal biomarkers (proteins, microRNA), offers unique opportunity for early detection [4] due to its presence in
bodily fluids (blood, urine and saliva) makes them ideal candidates for developing non-invasive liquid biopsy
platforms. Integration of such platforms with sensor-on-chip technology presents promising avenue for rapid,
sensitive and cost-effective cancer screening tools [5,6] which can quantify and analyze exosomes from small
volumes of biological fluids, enabling point-of-care diagnostics. Subtle changes in electrical measurements caused by
the interaction of exosomes can potentially distinguish between exosomes derived from cancerous and non-cancerous
cells based on their unique biophysical properties, such as size distribution and surface charge.

In recent years, several sensor technologies have been developed to lower detection limits (LOD) for exosome
detection, like potentiometric, electrochemical, capacitive, fluorescence and surface-enhanced Raman scattering [7-
9]. However, existing methods lack the capability to detect an early stage of cancer. Therefore, a direct, accurate and
highly sensitive diagnosis platform with the capability for detection in clinical samples at an early stage is urgently
needed. In this context, field effect transistor (FET) biosensor enables rapid, direct and label-free detection
approaches besides notable advantages of real-time, ultra-high sensitivity, low power consumption and integrable
with other on-chip components [10,11]. Recent research has evolved around several 2D materials like graphene,
transition-metal dichalcogenides (TMDs), Mxenes and others [12] with graphene being the pioneer in biosensing
application due to its stability towards environmental parameters. Graphene channels, typically achieved by transfer
method of chemical vapor deposition (CVD) due to its conformality, are recently investigated for early diagnosis of
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cancer based on exosome detection. Apart from being expensive, CVD suffers from surface contamination while its
transfer process induces structural defects [13]. To address these setbacks, CVD can be superseded with competitive
thermal reduction approach of graphene deposition. Since the thermal reduction method requires modestly high
temperature for its deposition, plastics or polymers as substrates are not suitable. Consequently, printed circuit board
(PCB) being economical is a promising candidate. Thus, as a point-of-care technology, it is desirable to develop a
scalable approach of graphene fabrication which can be batch-produced on an affordable substrate.

Herein, the work demonstrates sensitive and scalable graphene FET biochips for exosome based early diagnosis of
lung cancer. Thermally reduced graphene oxide was deposited on PCB by drop-casting graphene oxide solution
enabling conformal deposition of graphene. Its only lately that lab-on-chip applications on PCB is gaining
significance as the substrate of choice for biosensing applications [14,15]. Recent reports state the design of drain,
source and reference electrodes in Ag-plated format or alternatively with a coverage of gold layer. To facilitate
immaculate integration with electronics, unmodified copper on PCB is directly utilized as the source and drain
electrodes. To combat the impact of Debye screening, exosomes has been extracted in low molar strength of 0.1X
PBS buffer. Summarizing, this work demonstrates a robust, custom-built scalable graphene field-effect transistor
(FET) biosensor designed on PCB to achieve sensitive and reliable early diagnosis and classification of exosomes
derived from lung cancer and healthy cells. This unfolds the potential for effortless translation of FET biosensors into
Lab-on-PCB platforms which additionally promises clinical translation capability as pre-screening device.

MATERIALS AND METHODS
A. Device Fabrication

A custom PCB design was created using Eagle CAD (Autodesk Inc., USA, v-9.6.2) and was fabricated using
commercial PCB etcher (LpkfProtomat S64). The drain-source electrodes are spaced 100 um apart, and the coplanar
gate electrode is positioned 500 um away from the channel, orthogonally. The substrates were cleaned with acetone
and DI water. The gate electrode was modified by applying 1 uL of Ag/AgCl paste (Sigma Aldrich) and dried at 60°C
for 1 hour. To obtain reduced graphene oxide (rGO), 10 uL of GO solution (Terracarb Ltd.) was drop-cast onto the
channel and annealed at 300°C. For selective detection of lung cancer exosomes, CD91 antibody was immobilized on
graphene surface using 5 mM of 1-pyrenebutanoic acid succinimidyl ester (PBASE) (Sigma Aldrich) in dimethyl
sulfoxide (DMSO) as linker which was drop-casted onto the channel and incubated for 1 hour, followed by a rinse
with phosphate-buffered saline (PBS, Sigma Aldrich). Thereafter it was treated with 10 uL of antibody in PBS for 2
hours, then rinsed with PBS to remove any non-immobilized probes.

B. Exosome Extraction

A549 cells (human lung adenocarcinoma cell line) were obtained from CNCI, Kolkata, India and cultured in RPMI
1640 medium (Gibco, Thermo Fisher Scientific) supplemented with 10% fetal bovine serum (Gibco) and 1%
penicillin-streptomycin (Gibco) at 37°C. Cells were passaged using 0.25% trypsin-EDTA (Gibco) till it reached 80-
90% confluence. For exosome extraction, A549 cells were grown in T175 flasks till they reached 70-80% confluence.
The medium was then replaced with serum-free RPMI 1640. After 48 hours of incubation, the conditioned medium
was subjected to differential centrifugation to isolate exosomes. First, the medium was centrifuged at 300 x g for 10
minutes to remove cells. The supernatant was then filtered through 0.22 um filter (Millipore) to remove larger
vesicles. Exosomes were pelleted by ultracentrifugation at 150,000 x g for 70 minutes at 4°C then washed with PBS
and re-pelleted by ultracentrifugation. The final exosome pellet was suspended in PBS and stored at -80°C for future.

C. Characterization Techniques

Raman spectrum was recorded with 100X objective lens (WITEC UHTS 300) at 785 nm wavelength. Scanning
electron microscopy (SEM) (Model No: ZEISS EVO 18) was used to evaluate conformal deposition of rGO on PCB.
Successful immobilization of antibodies on graphene was confirmed by measuring fluorescence (Nikon Eclipse Ti U,
Japan) of fluorescein isothiocyanate (FITC)-labelled CD91 antibodies with excitation wavelength of 495 nm. The
size distribution and Zeta potential of exosomes with 50ug/ml concentration of exosomes diluted in ultrapure water

Biomedical Science & Technology: Biomedical Imaging-Sensing and Instrumentation 87



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

[16] was analyzed using dynamic light scattering (DLS) with Litesizer 500 Particle Size Analyzer (Anton Paar,
GmBH, Austria). FTIR spectroscopy was conducted to analyse the chemical composition of isolated exosomes,
recorded using Shimadzu IR FTIR spectrometer (Japan) in the range of 4000-400 cm™ with a resolution of 4 ecm™.

D. Electrical Measurements and Testing Protocol

For achieving reliable and repeatable electrical measurements of the devices, PDMS well was placed around the
channel to accommodate the electrolyte and to avoid possibility of any unwanted interaction between the electrodes
and analyte. Immediately following functionalization and immobilization of the sensor, electrical measurements were
performed in 0.1X PBS to record the rms values of drain-source current as a function of gate voltage. This is followed
by extraction of Dirac point. Samples have then been pipetted with exosomes extracted from patient’s saliva samples
for healthy and infected patients. After 15 minutes of incubation, sensor surface was washed with PBS and tested in
the same buffer. Subsequently, the rms value of the drain-source current at the operating point and Dirac voltages
have been computed. Total testing time is 30 min that includes the 15 min incubation, and multiple rinsing.

RESULTS AND DISCUSSION
A. Structural Characterization

The PCB substrate encompassing the channel region within the source-drain electrodes as obtained from bright field
optical microscopy (Figure 1(a)) ensures complete removal of copper. The microscopic image of conformal graphene
deposition in the sensing region is depicted in Figure 1(b) which has also been validated by SEM characterization
(Figure 1(c)). The graphene quality after deposition was inferred from Raman spectroscopy analysis (Figure 1(d)).
The ID/IG intensity ratio being greater than 1, bespeaks that reduction from GO to rGO resulted in high D intensity.
In addition, the 12D/IG intensity ratio was observed to be of the order of ~0.28, corresponding to 3-4 layers thickness
of the graphene layer.

B. Characterization of A549 Exosomes

The hydrodynamic diameter graph in Figure 2 shows two prominent peaks at 180 nm and at 650 nm. The 180 nm
peak corresponds to typical size of exosomes, while 650 nm diameter is unusually large and indicates the formation
of oncosomes (nano-vesicular bodies) or aggregation of exosomes. Zeta potential of -9.5 mV suggests overall
colloidal stability, indicating that exosomes are likely to remain dispersed under physiological conditions, minimizing
risk of spontaneous aggregation. The FTIR peaks of exosomes correspond to nucleotides (686, 731, 1104 cm™,
representing DNA and RNA bases and phosphodiester stretching), lipoproteins (1231-1776 cm™, associated with
Amide I, I, and III bonding) and carbohydrates (1004 cm™, linked to C-H bonding). These distinct FTIR signature of
exosomes point to their potential use in therapeutic monitoring, particularly in lung cancer diagnostics and treatment.

C. Electrical Characterization

The variation of drain current (Ids) with gate-source voltage (VGS) has been obtained by establishing VDS at +0.5 V.
The characteristics in Figure 3(a) for 15 representative devices, reveals a p-doped rGO with mean Dirac point
centred around 0.3 V. The fluorescence image shows that significant number of CD91 antibody molecules have been
bound to graphene’s surface (Figure 3(b)). Figure 3(c) is a representative of Ids-VGS characteristics for varying
A549 lung adenocarcinoma cell line concentration where the molecules being negatively charged affect the local
electrostatic field, resulting in rightward shift of Dirac point. Figure 3(d) indicates the Dirac point shift and
percentage change in Ids at -0.5V VGS for healthy and cancerous cell line concentrations spiked in buffer. It is
observed that the standard deviation of both the percentage change in Ids and Dirac point shift in buffer is moderate
enough to distinguish 104 particles/ml. It is further observed from real time transient response of Figure 3(e) that Ids
significantly increases for cancerous cells (without intermediate washing) which act as the proof of distinguishability.
Comparison of analytical performance amongst other existing exosomes sensors has been represented in Figure 3(f)
[17-20].
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Figure 1 Bright field optical microscopy of (a) PCB substrate, (b) graphene deposited PCB, (¢) SEM image of rGO
deposition on PCB, (d) Raman spectra of rGO
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Figure 3 Characteristics of 15 representative graphene devices, (b) fluorescence image after antibody immobilization,
(c) Ids-VGS characteristics for varying A549 lung adenocarcinoma cell line concentration, (d) Dirac point shift and
variation of percentage change in Ids with different cell line concentrations spiked in buffer, (e) Transient response of
Ids, (f) Comparison with existing literature

Biomedical Science & Technology: Biomedical Imaging-Sensing and Instrumentation 89



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

CONCLUSION

In summary, we demonstrate a graphene FET biochip system on PCB for classification of exosomes derived from
lung cancer and healthy cells by drop-casting commercially available GO solution on copper plated PCB. To combat
the impact of Debye screening, exosomes has been extracted in low molar strength of 0.1X PBS buffer, thereby
enabling 104 exosomes/ml which is comparable to the detection limit reported by other FET biosensors deploying
cost intensive fabrication procedures. Thus, a point-of-care technology, has been developed in a scalable approach of
which can be batch produced on an affordable substrate.
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Abstract: The healthcare industry is experiencing paradigm shift from conventional healthcare system to healthcare 5.0 standard
to provide patent centric service. The healthcare 5.0 standard integrates various technologies such as 10T, Artificial intelligence,
Machine learning and cloud computing. One of the requirements of such a healthcare system is reliable sensing solution to
accurately measure and transmit the measured data by using 10T technology. The different types of sensors are available for
measurement of healthcare parameters. The electronic sensors have proven their usefulness in biomedical applications, but they
have limitations to support healthcare 5.0 standard. The electronic sensors are not suitable in radio frequency and
electromagnetic based environment which affects the accuracy of measurement. Implanting the electronic sensors with radiating
signals is not advisable for continuous monitoring of patients’ healthcare parameters. In recent years, remarkable progress has
been noticed in development of sensors for clinical diagnosis and treatment. The development of optical fiber sensors have proven
the most promising solution for rapidly changing healthcare standard. The optical fiber sensors have compact size, immunity to
electromagnetic interference and high sensitivity. The optical fiber sensors are also useful for wearable sensor technology due to
its compact size and light weight. The optical fibre sensors have ability to support multiplexed and distributed sensing solution to
meet the rapidly changing healthcare standard. This paper reviews the different types of sensors, their working principle,
limitations and medical applications.

Keywords: Healthcare Parameters, Electronic Sensors,; Optical Fiber Sensors; Wearable Sensors

The historical development of different types of sensors used in biomedical application is shown in Figure 1. It
shows the progress of wearable sensors used for measurement of different parameters such as blood pressure, oxygen
level, heart rate and temperature.
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Figure 1 Advancement in Sensor Technology [3]

The fiber Bragg Garting is type of optical fiber sensor which provides high sensitivity and is useful for precise
monitoring of healthcare parameters. It's typical structure is shown in Figure 2.
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CONCLUSION

The sensor technology plays vital role in development of rapidly changing healthcare systems. The review of
different sensors shows that optical fiber sensors are more promising due to its inherent advantages over the
conventional electronic sensors. Fiber sensors offer high sensitivity and precision in measurement which is needed for
accurate clinical diagnosis. Their compact size and interface capability with existing fiber networks makes them
suitable for optical fiber based IOT infrastructure.
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Abstract: The reconstruction problem for microwave imaging (using Tomographic method) is investigated in this work using
gradient-based optimization and Biconjugate gradient-based optimization. For high-dimensional linear systems design, the
incident fields can be resolved for each assessment of the cost function and its gradient, with a significant number of
computations. Here we used Biconjugate gradient algorithm, with effective implementations unique to the microwave imaging
context. To compare with the conventional gradient method, Biconjugate method computational time savings and get the better
resolution, according to numerical experiments conducted on synthetic data set (collected from HFSS) observations. Breast
models with cancerous area and without cancerous area (dielectric properties of tissues) are compared with Gradient method and
Biconjugate gradient method, the results are quite similar but for Biconjugate methods the accuracy and resolution of images are
high.

Keywords: Microwave Imaging; Gradient Method; Biconjugate Gradient Method; Microwave Tomography, Breast Cancer
Detection

INTRODUCTION

Cancer is the disease where some cell of the body grows uncontrollably and spreads over to the other parts of the
body. These cells form lumps of tissues which are known as “TUMOR” and it is maybe cancerous or not. The woman
is affected by breast cancer which has the highest mortality rate. But early detection of cancer can reduce the
mortality rate. Every year the affected case is increasing [1,2].

Microwave imaging for breast cancer detection is an emerging technology due to its non-invasiveness and potentially
more appropriate alternative for traditional methods like mammogram, ultrasound etc. The technique used with
microwave signals to generate images for breast tissues. Low power microwave signals are transmitted into breast
tissue. These signals interact differently with various types of breast tissues. The healthy tissues, benign tumour and
malignant tumor have different dielectric properties [3-5] and their interactions are different with the microwave
signals. The signals that are reflected, scattered, and absorbed by the breast tissue are detected by the antenna system.
Then the computed algorithm processes the collected data to reconstruct images. For microwave tomographic
processes using different algorithms. For microwave imaging different advantages are there, like non ionizing
radiation, non-compressing, and sensitiveness. Microwave imaging systems are still under development and some
technical complexities are there. For microwave imaging purposes further research and development are necessary to
establish the technology and its clinical utility.

Due to recent developments in computational techniques, numbers of researchers [6,8-14] are currently exploring
microwave imaging as a potential low-cost breast cancer screening option. The capacity to both rebuilds and evaluate
images using the gathered data is a crucial part of microwave imaging. In this paper data are collected from high
frequency simulation software.

The reconstruction problem for microwave imaging is examined with gradient based optimization [6]and many high-
dimensional linear systems as there are incident fields that must be resolved for each assessment of the cost function
and its gradient, which entails a significant number of computations. Here the biconjugate gradient [7,8] stabilized
technique, with effective implementations tailored to the microwave imaging environment, since all such systems
require the same matrix. In this paper discuss about these two methods, gradient method and Bi conjugate gradient
method and discuss about the results.
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METHODOLOGY
Reconstruction of Software Dataset

The data set of breast models generated by high frequency simulation software (HFSS). The dipole antenna array is
used to scan the breast model at different points. The antenna operating frequency range 1-4 GHz is utilized for
scanning. An overview of the model-reconstruction's outcomes shown in Figl. In this research, the linear antenna
array system progressively covered the circular path and it covered one eighty-degree rotation on each side, covered a
total three sixty degrees shown in Figure 1(a) and Figure 1(b) and two sets of data were received. For design
purposes we used 36 sources placed on a circle. Each data set made up of 36 measurement points. Then accumulates
all the sets of data and computational work is done by two reconstruction algorithms.

X1

RX1

RX3

RX4 X2

RX1

Figure 1 Schematic diagram of rotating scanning object for receiving and transmitting devices
Formulation of Reconstruction Algorithm

Different methods are using for tomographic image reconstruction purpose. In this paper using two methods for
discussion. The basic flow chart of image formation is given in Figure 2.

Gradient Method
The scaler approximation has been used in two-dimensional microwave tomographic problems. The scattered field
VZEg, + K*E,, = (ki]2 - kz)EDn 1)

2
2
The incident field Ey, is produced by the transmitter number n. Where k? = (Tn) € and A is the wavelength of free

space, ¢ is the complex permittivity of the system, k, is the wave number without object. E, is the total field and
scattered field Eg, = E, — Eq,. For computational experiments assume that the transmitters are point sources. The
incident field Eg, produced by the transmitter is located in the point. For receiver position m, the scattering field is,

Eqn _'J— Gy (Ir— Tm D (kuz - ':"Z)Et}n(r)dr 2)
Where G is Green’s function for homogeneous space.
Gradient = |Theoratical prediction|—|Experimental prediction| = > min

Here we used Gradient methods for minimizing the values. To solve the problems the first to calculate the value of
gradient then go for an iterative process with Equation (2).
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Figure 2 The Reconstruction process for image formation
Biconjugate Gradient method

Microwave imaging using microwave radiation for generating images such as medical imaging, remote sensing, etc.
Due to computational complexity one of the challenges in microwave imaging is achieving high resolution images.
Biconjugate and block biconjugate reconstruction algorithms are a technique used to address this challenge.

For forward scattering problem at point r,
E.‘.uf. (?) = El’nc (T} + k?‘ f GU (T’) X(TJEL(H, (r)dr 3)

Here E, and E;,. are the total electric field and incident electric field respectively and these values are known. k is the
wave number for background medium and Gy is the Green’s function and y is the contrast function depends upon the
permittivity of the medium. The observation model is formed with the help of Equation (3).

The scattered field equation at any point r
Escar (1) = I? [ Go(r = /). x(r/)Eeo (/) dr! 4
RESULTS

Microwave imaging technique used tomography process for predication on the distinction of an object's dielectric
characteristics. The dielectric characteristics of -biological tissues have great medical importance. Biomedical
imaging is very complicated and challenging for data receiving and image processing point of view. In this paper, two
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different kinds of algorithms are used in these computational studies. In Figure 1 shows the schematic structure of
receiving-transmitting device for the tomographic imaging experiment with a 2-D breast model. It was operating at
2.4 GHz. The tomographic images are displayed in Figure 3, at sagittal position, supine position of the breast model
is shown. The immersion medium and the breast are modelled as low-loss media with a conductivity of 0.68 S/m and
a dielectric constant of 4.821. The skin layer has a conductivity of 0.68 S/m and a dielectric constant of 37[4,5].
Finite element method simulates each phantom using a distinct source illumination, and measurable fields are
obtained.

a) b) . c)
o

d) e) f

Figure 3 The Tomographic model of breast with tumour in Gradient method for a) sagittal position, b) supine
position, ¢) top view and the tomographic model of breast with tumour in Bi-Conjugate method for d) sagittal
position, ¢) supine position, f) top view

The cancerous tumor and the different breast tissues also detected in Figure 3. For sagittal position in Figure 3(a)
and Figure 3(d) tumour is detected in same location. For supine position infected areas are detected. Figure 3(e) in
Figure 3(b) but more accurately detected by in Figure 3(¢). Figure 3(c) and Figure 3(f) represent the results of
image reconstruction using position.

CONCLUSION

The outcomes of our studies on microwave tomography of objects with great similarities are reported in this study.
Two-dimensional inverse issues for the Helmholtz equation have been solved using the gradient approach. A variety
of two-dimensional microwave tomography geometric configurations were taken into consideration. It has been
demonstrated that microwave images of two-dimensional objects can be obtained with just one row of transmitters
and it consumes less computational effort. We used dielectric breast models, which are grounded in experimental
evidence pertaining to biological tissues. The results displayed here demonstrate that the computational techniques
and the research may produce three-dimensional images of intricate objects, including the phantom model.
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Abstract: The research work presents a comprehensive study on an Internet of Things (loT)-based smart wheelchair that offers
complete mobility support in addition to real-time health monitoring, Al (Artificial Intelligence)-driven illness prediction, and a
facial expression detection system. In contrast to traditional wheelchairs, our technology incorporates cutting-edge biomedical
sensors to continuously track vital signs like blood pressure, oxygen saturation, heart rate, body temperature, and ECG
(Electrocardiogram) monitoring. Furthermore, the wheelchair integrates fall detection capabilities and tracks the user's
movement patterns to improve safety.

The wheelchair has Internet of Things (IoT) capability to enable seamless and smooth data transfer to a cloud-based platform,
enabling caregivers and medical professionals to connect with their patients and also to monitor them remotely. It also enables
them to create customized care plans, and have virtual consultations. Early diagnosis and predictive analysis are made possible
by the Al-powered system used to gathered data to identify possible health problems. With the Internet of Things (loT) technology
installed in this cutting-edge wheelchair, users may have their entire health status tracked in real-time. The goal of this research is
to develop assistive gadgets into all-encompassing health management systems rather than just basic mobility aids. This paper
covers the creation, testing, and design of the smart wheelchair.

Keywords: [oT; Smart Wheelchair, Predictive Analytic; Assistive Technology, Biomedical Engineering; Preventive Healthcare
INTRODUCTION

In today's world of critical technology, the need for a sophisticated healthcare solution on a global scale, particularly
for people with mobility limitations, has propelled notable advancements in assistive technology. Conventional
wheelchairs have historically helped people to assist in their movements, but they lack integrated health monitoring
elements that are essential for people with complicated medical needs[3]. To tackle these difficulties, a more
comprehensive approach and robust system is intended to be developed that offers proactive healthcare management,
early disease identification, and real-time health monitoring.

To address these vital needs, this research paper presents an loT-based Smart Wheelchair with Integrated Health-
Monitoring Capabilities. It combines [oT connectivity, biomedical sensors, and Al-powered predictive health
analytics into a single, all-integrated system. Various embedded sensors have been used and incorporated in the
wheelchair to continuously monitors the vital physiological parameters like body temperature, heart rate, blood
pressure, and oxygen saturation. It also has advanced system of measuring ECG data with the patients comfortably
sitting on the wheelchair. Remote monitoring by caregivers and healthcare providers is made possible by the real-
time transmission of these health data to a secured cloud platform via an IoT framework. This makes it possible to
take prompt, proactive action to stop serious health events before they get worse.

Our smart wheelchair's Al-driven predictive analytics system is a significant innovation. This Al drive system
analyzes the user's health information based on the data collected by our bio-sensors. The system is then trained to
look for unusual patterns and anticipate possible illnesses before they become life-threatening, like cardiac arrests or
breathing problems. Incorporating machine learning algorithms, the system provides individualized health insights
that help preventive care and lower the risk of emergencies. Further on enhancing user safety, the wheelchair also has
fall detection technology installed, which guarantees that caregivers receive instant alerts in the event of an
accident[7].
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METHODOLOGY

The studied IoT based smart wheelchair has been integrated with various hardware sensors systems, Al driven
predictive analysis system and IoT based Communication system. All of it has been methodically combined with its
hardware design, software integration, data processing, and networking for efficient performance. The approach is
broken down into multiple crucial phases to guarantee that the system functions properly and satisfies the needs of
both mobility and healthcare.

IOT based health monitoring _ &

‘ /— " )

+ @ Smart
LE N dlathing

@

o~ }
Il:l1r" [ E <«

x r&"?fen{ d
_ Heartbeat/
detection |

J ‘F@a {HMS App and Web ﬁ. ;--. j
ey : o b Service} Y/
we P - - Smart
gy \ Health Comibition Predection watches
“y - oyl Diseas Dinghoss Enine
| 5 f Catenrny piad B ko

hevives

j.
i
v

Health
Consultations

hatabine:
g

...........

Figure 1 Schematic block diagram of the proposed model
System Architecture Design

* The smart wheelchair is powered by a host of sensors, heartbeat pulse sensor, pulse-oximeter (SPO,) as an
framework architecture of the smart wheelchair is made to seamlessly integrate with variety of parts, such as power
management systems, motor control units, micro controllers, biomedical sensors, and communication modules.

To continuously monitor the user's health metrics, key sensors like blood pressure, oxygen saturation (SpO,), heart
rate, body temperature, ECG sensor, saline-bottle monitoring system, and accelerometers (for fall detection) are
strategically placed [1][2] but the comfort of the user has been taken care of.

* A central processing unit collects data from sensors and makes sure that different modules communicate with each
other smoothly. This can be a micro-controller Arduino Development Board or a single- board computer like the
Raspberry Pi [3].

Sensor Integration and Data Collection

* Real-time physiological data collection is done with the use of biomedical sensors. The selection of these sensors is
predicated on their accuracy, dependability, and appropriateness for non-invasive health monitoring.

Biomedical Science & Technology: Biomedical Imaging-Sensing and Instrumentation 99



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

» The wheelchair is also equipped with gyroscopes and accelerometers to track the movement for mobility tracking,
and accelerometers pick up on any unusual shifts that might point to a fall [4]. These sensors continuously gather
data, which the micro controller processes locally.

IoT Connectivity and Cloud Integration

* The wheelchair is equipped with IoT communication modules, such as Wi-Fi or Bluetooth, to transmit health and
mobility data to a cloud-based healthcare platform.

* The communication protocols incorporated is through secures transmission protocols. Which can be connected to
the internet facility so that the family members or the medical attendee of the users can be updated with regular
health-status.

Al-Based Predictive Analytics

* Predictive health analysis in the cloud platform is enabled by an Al-driven system. The gathered health data is
analysed by machine learning algorithms, especially those that concentrate on time-series data and anomaly detection,
to forecast possible health risks.

* The Al model can recognize early warning signs for conditions like cardiovascular diseases, respiratory problems,
and other chronic health issues because it was trained using historical data on a variety of health conditions.

* When anomalous patterns are detected, the system sounds an alarm to guarantee early intervention.
Fall Detection and Emergency Alerts

*The accelerometer-based fall detection system continuously monitors the wheelchair user's movements. In case of
abnormal patterns indicating a potential fall, an alert is sent to the cloud platform, triggering notifications for care
givers and emergency services [5].

* It is equipped with an GSM/GPS module that is used to send accurate location coordinate of the user and also could
send an SOS to the family members once the sensors are triggered.

is block diagram represents several modules, IoT interconnection and also Al system analysis for our smart
Wheelchair[6].

RESULTS AND DISCUSSIONS

The proposed IoT-based smart wheelchair was designed, implemented, and tested in both simulated and real- world
environments to evaluate its performance in terms of mobility assistance, health monitoring, and predictive healthcare
mentioned in Table 1. The results demonstrate the system’s effectiveness across several key parameters, including
real-time health data acquisition, transmission reliability, Al-based prediction accuracy, and energy efficiency. We
have also taken care of the potential implications for user health and safety. A detailed analysis of these results is
provided below. Our model prototype has been shown in Figure 2 and Figure 3. On conducting trials with 50 users
over four months, we have demonstrated real-time data on wheelchair performance and health metrics. This trial gave
us an idea about the effectiveness of our system and also its capabilities to serve several users in real time. Evaluation
of the accuracy of the health metric data has been surveyed by calibrating it with present medical-graded devices such
as a market-available Pulse-Oximeter, Blood-Pressure machine, temperature monitoring system and also Pulse-rate
measuring devices. On conducting several trials over 100 times we have concluded with the findings of our system
accuracy of about 93% with a 12% deviation.

Our systems Al prediction systems has also been analyzed with a dataset from the MIT BIH data bank [8]. On
analysis of the digitized recorded data, we have achieved an accuracy pattern of prediction rate of 92%. Primarily
tested on ECG Arrhythmia detection consisting of 360 samples per second per channel with 11-bit resolution over a
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10-mV range. We have also tested with PPG (Photo plethysmography) data [9] to validated the sample prediction of
SPO2, pulse level and other vital factors.

Figure 2 and Figure 3 both give the real pictorial representation of our prototype. Figure 2 also represents the
portability and the compact size of our prototype which can be installed and can be fitted very easily in a wheelchair.
It’s easy to use and compact size is also a key differentiating factor among other existing health monitoring systems.
Figure 2. demonstrates an application user interface (UI) of our Customized application for user use, to give a visual
representation of the health analysis.

Table 1 Result Summary Analysis

Parameter Result Analysis

Real-time health monitoring +12% deviation from medical-grade | Highly reliable for continuous health

accuracy devices tracking

IoT data transnyission delay <1.5 seconds Ensures real-time data access and
minimal latency

Al prediction accuracy 92% Effective in early detection of health
risks

Fall detection sensitivity 90% High accuracy in detecting falls and

triggering alerts

User feedback Positive usability, intuitive interface User-friendly and practical for
everyday use

ﬁw':“’

Figure 2 Proposed Prototype

CONCLUSIONS

This work has been successfully designed, and tested in a real-time environment. This work aims to develop a device
that can be a reliable assistance to Wheelchair Dependent Patients. IoT and sensors accomplished the project.

The product solves the problem of the absence of a regulated personal health monitoring system for patients. The use
of sensor technology makes it an innovative solution for patients and their family members.
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Abstract: The present paper relates to systems for filling containers with radioactive and/or other types of potentially hazardous
materials. The systems include a shielding material that substantially defines a chamber that substantially blocks radioactivity, a
conduit extending from outside to into the chamber, and a unit that is disposed in the chamber proximal to the conduit and is
adapted to receive a capsule through the conduit.

The container filling system specifically comprises: a. a dispensing chamber that is made of a shielding material, and having:

(i) a first side opening;

(i)  a second side opening;

(iii)  at least one rod inside the dispensing chamber that vertically extends outside and above the dispensing chamber for
manipulating the position of a syringe that is located inside;

(iv)  a chute manipulator extending vertically inside and outside the dispensing chamber for sliding a capsule inside the
dispensing chamber;

(v)  a capsule securing unit having at least one receptacle has a size adapted to tightly receive a capsule that has slid inside the
dispensing chamber, and

i) (a) shielded window for allowing a user of the system to see the syringe and capsule securing unit;

(b) a loading chamber that is made of a shielding material, and having a first side opening and second side opening, the
second side opening is in communication with the first side opening of the dispensing chamber, the first side opening
provides access to a user hand for introducing a material;

(¢) a sliding door for alternatively closing and opening the first side opening of the dispensing chamber and therefore
closing communication with the loading chamber;

(d) a door for alternatively closing and opening the second opening of the dispensing chamber,

(e) a syringe controller for controlling the syringe;

(f) a computer that activates the syringe controller; and

(g) a waste container located at a level within the system that is lower than a level at which the dispensing chamber or the
loading chamber are located within the system, wherein the waste container is made of or surrounded by a shielded
material and comprises a first waste chute interconnecting the dispensing chamber or the loading chamber to the
waste container and allowing waste material to slide into the waste container.

Keywords: Radiopharmaceuticals; Radiochemistry; Syringe; Shielded Cells, Diagnostic Equipment

INTRODUCTION

A number of scientific uses require relatively small aliquots of radioactive materials. For example, nuclear medicine
employs solutions of radioisotopes, such as Technetium-99m, lodine-123, Iodine-125, Iodine-131, Phosphorous-32,
Indium-111, Cobalt-57, and Chromium-51, as radiopharmaceuticals or as radioactive tracers. These radioisotopes
typically are measured and dispensed for use. However, for safety reasons, it is highly desirable that the technician
responsible for measuring and dispensing radioisotopes be exposed to minimal radioactivity. It is also desirable in
some instances that the actual radioisotope doses be empirically determined in terms of radioactivity.

METHODOLOGY

The methodology used in this disclosure provides systems for filling containers with radioactive and/or other types of
potentially hazardous materials. Preferred systems are those that deposit one or more radioactive materials in
relatively small containers such as capsules or small vials. Such systems typically comprise a shielding material that
substantially defines a chamber and substantially blocks radioactivity, a conduit extending from outside to into the

Biomedical Science & Technology: Biomedical Imaging-Sensing and Instrumentation 103



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

chamber, and a unit that is disposed in the chamber proximal to the conduit and is adapted to receive a capsule
through the conduit. The systems comprise a syringe, a syringe controller that is disposed in the dispensing chamber
and adapted to meter an aliquot from a radioactive stock solution and inject the aliquot into the capsule or a vial; a
computer for receiving user's inputs and having a memory that activates the controller. The systems further comprise
a tapered guide lid that is positioned over the radioactive stock solution to guide the needle of a syringe.

Touch screen computer

Dispensing area

$————=— Loading area

_______ Emergency and light
Dose Calibralor contra!

Waste Management

Cold storage

Printer and UPS —~a———

Hot storage

Figure 1 Perspective view of the container filling system
RESULTS

As a result of methodology and container filling system devised, the present disclosure provides systems for filling
containers with radioactive and/or other types of potentially hazardous materials. The materials may include
chemicals and biological agents but of particular interest are those that emit one or more radioactive species.
Radioactive solution that can be dispensed by the system of the present disclosure, includes Technetium-99m, Iodine-
123, Iodine-125, Iodine-131, Phosphorous-32, Indium-111, Cobalt-57, and/or Chromium-51.

The devised container filling system comprises a dispensing chamber that is made of a shielding material, and that
has a first side opening, a second side opening, at least one rod inside the dispensing chamber that vertically extends
outside and above the dispensing chamber for manipulating the position of a syringe that is located inside, a chute
manipulator extending vertically inside and outside the dispensing chamber for sliding a capsule inside the dispensing
chamber, a capsule securing unit having at least one receptacle has a size adapted to tightly receive a capsule that has
slid inside the dispensing chamber, and a shielded window for allowing a user of the system to see the syringe and
capsule securing unit; a loading chamber that is made of a shielding material, and having a first side opening and
second side opening, the second side opening is in communication with the first side opening of the dispensing
chamber, the first side opening provides access to a user hand for introducing a material; a sliding door for
alternatively closing and opening the first side opening of the dispensing chamber and therefore closing
communication with the loading chamber; a door for alternatively closing and opening the second opening of the
dispensing chamber; a syringe controller for controlling the syringe; a computer that activates the syringe controller;
an entrance tray that moves between an internal position that is completely inside the dispensing chamber and an
external position where at least one portion of the entrance tray is in the loading chamber; and an exit tray that moves
between an internal position that is completely inside the dispensing chamber and an external position where at least
one portion of the exit tray extends outside the second side opening of the dispensing chamber.

The system also provides a waste container that is surrounded by a shielded material and comprises a waste chute for
sliding waste material in the waste container, said waste container comprises at least 2 compartments that are
upwardly opened, and the waste container can pivot around a vertical axis in order to place one compartment vis-a-vis
the duct for receiving the waste material. Preferably, the waste container has a controller for controlling the rotation
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of the waste container around the axis, wherein a computer causes the controller to rotate the waste container so that
one compartment is vis-a-vis the first duct or the first and second ducts during a pre-determined period, which is pre-
determined such that, upon one full rotation, a compartment contains waste material that has completely decayed.

The system also contains a ventilation system for a container filling system that creates a negative pressure in all the
chambers of the container filling system, wherein each door of said chambers does not hermitically close. When
active, this ventilation system results in a continuous entrance of ambient air into the container filling system. The
ventilation system preferably comprises replaceable filters.

The system also provides a container filling system that has a dispensing chamber equipped with a replaceable floor
for ease of decontamination.

The system also provides a container filling system adapted to manage two different radioisotopes by providing two
dispensing chambers, and two loading systems.

The systems of the disclosure include a chute manipulator extending vertically through the shield material into the
dispensing chamber. Chute manipulators according to the disclosure are substantially hollow structures that supply a
pathway for introducing containers to the chamber. Containers that pass through the chute manipulators are
preferably capsules or part of capsules. The chute manipulator may be made from any suitable material such as, for
example, lead, tungsten, and other metals and allows that provide an effective barrier to radioactive species. In cross-
section, the chute manipulator may have any shape, provided that the shape allows the container to pass through the
chute. Preferably, the shape of the chute manipulators substantially corresponds to the shape of the container. In
certain embodiments of the disclosure, chute manipulators can be interchangeable such that each is adapted for use
with specific containers. In certain embodiments, the chute manipulator is treated (as, for example, with a lubricant)
to reduce friction. A rod that is adapted to pass through the chute manipulator and engage the capsule may be
provided. This rod may be used to tamp on half of a capsule onto its other half located in the securing unit.
Preferably, the capsule is composed of an external capsule and an internal capsule filled with a pharmaceutically
absorbent material for adsorbing an aliquot of radioactive solution. The internal capsule is made of a material that can
be punctured by the needle of the syringe without collapsing or changing its overall shape. When filling a capsule, a
user preferably inserts a capsule that has its top half of the external capsule being removed; injects an aliquot of
radioactive solution inside the internal capsule by means of the syringe and the syringe controller; inserts top half of
the external capsule; and tamp said top half on the lower half of the capsule with the rod adapted to that effect.

T&r

Figure 2 is representative of container filling system
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The systems of the present disclosure also include a securing unit that is disposed in the chamber underneath the
chute manipulator and is adapted to receive a container through the chute. Securing units according to the disclosure
generally are capable of receiving at least one container and, preferably, more than one container. The securing unit is
preferably a carousel or a portion of a carousel that may rotate to receive several capsules, one after the other, after
having rotated the carousel about a vertical axis and without moving the chute manipulator. The portion of the
securing unit that receives the container preferably has a shape that corresponds to the shape of the container.
Metering of the aliquot can be effected through operation of a controller. The computer may also be used to achieve a
certain dosage. For example, if the concentration of stock solution is provided, the computer may calculate the
volume required to attain a certain radioactive dose. Moreover, if a dosage of a certain radioactivity will be required
for administration later, for example, two days later, the computer can account for the radioactive decay rate by
dispensing an aliquot which has a radioactivity greater than the desired dosage by an amount representing the decay
factors occurring over the time between dispensing and administration.
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Figure 3 presents top view of cross-section of a dispensing chamber and the loading chamber showing a rotary
platform, an entrance tray, an exit tray and the floors of both chambers

CONCLUSION

The container filling system significantly improves safety, efficiency, performance, or usability compared to existing
solutions. Radioactive solution that can be dispensed by the system of the present disclosure Technetium-99m,
Iodine-123, Iodine-125, Iodine-131, Phosphorous-32, Indium-111, Cobalt-57, and/or Chromium-51. The devised
system is suitable for dispensing two different radioisotopes, for example 1-131 and 1-123, and preventing any
contamination of one radioisotope when dispensing another radioisotope. This innovation is expected to have
significant applications and benefits, potentially transforming industry practices.
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Abstract: Low back pain (LBP) remains a significant global health burden. This review explores the potential of non-invasive
force-sensing technology to revolutionize LBP diagnosis and treatment. By accurately measuring abdominal wall tension (AWT)
and intra-abdominal pressure (IAP), force sensors offer a promising avenue for personalized rehabilitation strategies. Existing
studies demonstrate the feasibility and reliability of force-sensing techniques in assessing core muscle activity and spinal stability.
However, further research is needed to validate their clinical utility in LBP patients, establish standardized protocols, and address
ethical considerations. Future directions include integrating force-sensing with biomechanical modeling and patient-reported
outcomes to optimize personalized LBP care. The adoption of non-invasive force-sensing technology holds the potential to
transform LBP management by providing objective, real-time data for tailored interventions and improved patient outcomes.

Keywords: Abdominal Wall Tension (AWT), Intra-abdominal Pressure (IAP); Force Sensor; Core; LBP
INTRODUCTION
LBP and Precision

Low back pain (LBP), a widespread global health issue, significantly impacts individuals' lives and productivity [1-
2]. With recurrent episodes often leading to chronic pain, LBP poses a formidable challenge for both individuals and
healthcare systems [3]. Even after the initial pain fades, LBP frequently returns, creating a frustrating cycle of
discomfort and disruption [4]. To tackle analgesic overuse and improve LBP treatment, technology must focus on
non-drug therapies. The WHO’s Rehabilitation 2030 initiative offers a path to better care for millions worldwide [5].
Sensing-based technology's unparalleled precision in data collection necessitates future research to identify optimal
modalities and outcome measures, fully realizing its transformative potential [6-10]. Sensor-enabled personalized
care for LBP can help reduce reliance on medications, leading to better patient outcomes.

The Power of AWT and IAP for Spinal-Stabilization

The interplay between abdominal wall tension (AWT), and intra-abdominal pressure (IAP), is crucial for spinal
stability. AWT, a force-generated component by the abdominal muscles, and IAP, created by the interaction between
the abdominal wall and viscera, work synergistically to support and protect the spine [11-13]. This dynamic unit,
influenced by the intricate anatomy and biomechanics of the abdominal wall as the core (abdominal muscles) and the
myofascial connector [12], is pivotal in maintaining spinal health and preventing low back pain.

Examining the Evidence: AWT and LBP

Non-invasive AWT force-sensing systems have the potential to revolutionize LBP rehabilitation. Sensor technology
integrated with Laplace's law provides a deeper understanding of the valuable insights into the relationship between
AWT, IAP, and the core's potential role in spinal stability. This approach offers a more practical alternative to
invasive methods, which are often limited by their clinical use[11][12][14-16]. Unraveling the LBP enigma
necessitates over-traditional, a novel approach using force-sensing to explore the AWT connection.

METHODOLOGICAL APPROACH FOR SENSOR-BASED AWT AND LBP RESEARCH

A comprehensive literature review was conducted across multiple electronic databases (PubMed, CINAHL, Cochrane
Library, Scopus, and Web of Science) to identify relevant research articles published in English between 2008 and
2023. These databases were selected for their extensive biomedical and health sciences literature coverage. To
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enhance the search's comprehensiveness, reference lists of included studies were manually searched. A systematic
search strategy was developed using a combination of MeSH (Medical Subject Headings) terms and keywords. The
following keywords were employed: ‘AWT,” ‘IAP,” “force sensor,” ‘Core,” and ‘LBP.” Logical operators (AND, OR,
NOT) were used to refine the search results.

RESULTS

Van Ramshorst et al. [14] [15] conducted two studies investigating the relationship between AWT and IAP. The first
study measured AWT in cadavers and found a strong correlation with IAP. The second study expanded on this by
examining both cadavers and living subjects, further confirming the correlation and identifying specific measurement
sites. These groundbreaking on intra-abdominal pressure (IAP) and low back pain (LBP) offer a promising non-
invasive tool for clinical assessment. While initial cadaver studies laid the foundation, future research should focus on
living subjects, considering the impact of muscle activity on IAP measurements. By combining biomechanical
modeling, patient-reported outcomes, and clinical trials, we can validate the effectiveness of IAP assessment in LBP
rehabilitation and develop more targeted treatment strategies. Chen et al. [17] introduced a novel technique for non-
invasive monitoring of IAP by measuring AWT. The thrust-meter was positioned vertically against the abdomen, and
the force required to displace the wall was recorded. The AWT was calculated as the force divided by the
displacement. In Figure 1 [17] the device was in contact with a specific anatomical landmark (C). The resulting
vertical displacement of the abdominal wall sag (X) was recorded. AWT was calculated as the ratio of thrust to
displacement (N/mm). The study demonstrated a strong correlation between these two variables, suggesting AWT is
a reliable indicator of IAP. Sensor-based technologies offer non-invasive, real-time monitoring of physiological
parameters, providing valuable insights for healthcare and research.

Figure 1 Force-sensing used by muscle Chen et al. [17]

®EMG sensor | <2

Figure 2 The device has sensors for respiration, stiffness, stretch, and EMG [22]
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In a study [18] the Ohm Belt, a non-invasive capacitive force sensor, was introduced to measure abdominal muscle
activity. It revealed differences in upper and lower abdominal muscle activation and accurately captured changes
under various loading scenarios and breathing patterns. Studies [19][20] have demonstrated a strong correlation
between AWT measured by the DNS Brace and IAP measured by anorectal manometry. The DNS Brace shows
promise as a non-invasive alternative to measuring IAP and subjective assessment in clinical settings. Another study
[21] investigated the relationship between abdominal muscle activation by capacitive force sensors in different
postures. Particularly the two postures show where core engagement was most prominent. AWT sensing shows
potential for assessing abdominal muscle function in LBP. However, limitations in study design and focus on healthy
individuals hinder its direct application to LBP patients. Future research should validate its clinical utility, explore its
connection to LBP outcomes, and integrate it with other factors for comprehensive rehabilitation strategies. In Figure
2 Nakamae et al.[22] introduced a novel method for accurately measuring Transversus Abdominis (TrA) muscle
activity using a combination of muscle stiffness and stretch sensors. The new algorithm improves TrA activity
estimation, accounting for respiration and belt tension. This innovative approach offers a promising alternative to
invasive techniques like EMG, providing a convenient method for assessing core muscle function. Addressing
respiratory and other factors, this method improves accuracy and offers valuable insights for rehabilitation and
musculoskeletal disorder prevention. Another study[23] developed a sensing system for measuring abdominal
stiffness the sensor technology is poised to make significant contributions to the field of abdominal muscle
physiology. In one study[24] the MC (muscle contraction) sensor, initially developed for biceps brachii muscle
tension measurement, demonstrates its adaptability for potential application in other anatomical regions. Further
research is needed to validate its performance in abdominal-specific areas. Overall, all reviews collectively highlight
significant advancements in non-invasive force-sensing methods for assessing IAP and abdominal muscle activity.
The findings offer promising potential for improving the diagnosis, monitoring, and treatment of conditions related to
abdominal wall mechanics.

SUMMARY AND CONCLUSION

This comprehensive review investigated the efficacy of novel non-invasive force-sensing technology in assessing
AWT for LBP. Findings provide strong evidence that force-sensing can significantly contribute to the evolution of
tailored rehab strategies (Table 1). As illustrated in Figure 3, this innovative sensing approach will enable the
measurement of core muscle-generated force for assessment and targeted treatment. Force sensors, or transducers,
utilize a variety of physical principles to convert mechanical force into quantifiable electrical signals. Historically,
precise physiological data measurements necessitated expensive equipment and were primarily confined to clinical
settings. However, recent breakthroughs in sensing technology have ushered in a new era of affordable and accessible
physiological sensors, driving heightened demand and facilitating applications in physical activity tracking, patient
care, and health management. Force sensors translate mechanical stress into electrical signal output, enabling their
use in physiological measurements. Ongoing research is refining their accuracy, sensitivity, and specificity,
enhancing their value for diagnosis and prognosis in healthcare [25][26]. Force sensors employ various principles
such as strain gauges, piezoelectric effects, capacitive sensing, and optical fibers. The selection of a particular
principle depends on factors including application, sensitivity, range, and environmental conditions [27]. Force sensor
design, materials, and calibration influence output variability. The choice of sensor and measurement technique
affects data accuracy and precision. Force sensors have the potential to revolutionize healthcare through non-invasive,
real-time quantification of physiological parameters. While advancements have expanded their applicability, sensor
design, calibration, and data evaluation challenges remain. Overcoming these obstacles can pave the way for a
paradigm shift toward personalized and preventative healthcare strategies enabled by advanced force sensor
technology. This study highlights the significant advancements in non-invasive AWT and IAP assessment for LBP
management. While existing methods show promise, limitations such as small sample sizes and focus on healthy
populations persist. Future research should involve larger, diverse populations, consider muscle activity's impact, and
conduct rigorous clinical trials. Integrating biomechanical modeling and patient-reported outcomes is crucial for
comprehensively understanding AWT's role in LBP. Additionally, developing standardized protocols and addressing
ethical considerations is essential for the widespread adoption of these non-invasive assessment techniques in clinical
practice.
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Table 1 Potential for Force-sensing-based rehabilitation in personalized LBP care

Study

Van Ramshorst et al..
(2008) [14]

Van Ramshorst et
al..(2011)[15]

Chen et al., (2015)

(17

Nowvak. J.. Busch.
A, et al (2021 [18]

MNovak eral.. (2021)
[19]

Jacisko et al., (2020)
[20]

Madle et al.. (2022)

[21]
Nakamae et al., (2023)
[22

Wang et al., (2021)

[23]

Bordevié ei al.,
(2011) [24]

Findings
~Potential for measuring AWT. as a non-invasive
way to estimate IAP.
-AWT reflects IAP.
-Foumned a significant linear correlation between
AWT and UBP (vwanary bladder pressure)
-Dnstinet muscle pattems revealed unique
responses to rest, weighthifting, and respiration.
~The DNS brace sensor is a promusing too] for
evaluating posthual control.

-DNS could be used for clinical decision-making.

-AWT correlates with LAP in all exercises.

~Transverse abdominis activation was satisfactory,

-Sensors measure the resulting indentation, which
correlates with fissue stiffiess

=Sensor system design might help to measure
AWT in the abdomen area i the future,

Personalized LBP care and
rehabilitation Strategies

~Improved [AP understanding aids LBP
diagnosis and treatment

-AWT measurement aids LBP diagnosis and
treatment.

-Targeted core-centric look can reduce LBP.

-Caore achivity sensor aids LBP rehabilitanon.

-Real-time data aids LBP weatment

-DNS brace enhances core awareness and
treatment.

~Distinet position strengthens the core and aids
LBP management.

-Core ?Ltll".'il}' INOIMIOIULE 15 & pronusing
alternative to EMG

~Sensor design aids LBP rehab; further research
is needed.

=MC sensor potential for AWT measurement
and LBP assessment.
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could potentially be utilized like
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sensing)

Figure 3

In conclusion, decoding the core, a non-invasive force-sensing-based precision medicine approach suggests a
promising avenue for enhancing personalized LBP care. Standardized algorithms for data analysis, coupled with
known reference values can facilitate comparisons across studies and clinical settings.
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INTRODUCTION

The sensory fibers in dental pulp are primarily nociceptors classified into A-delta (Ad) and C fibers. While A0 fibers
have a low threshold and are responsible for conducting pain in reversible inflammation, C fibers, with a higher
excitation threshold, indicate irreversible pulpal inflammation when activated[1]. Traditional pulpal sensibility tests,
such as heat, cold, and electric pulp tests, evaluate neural responses to these stimuli but often fail to provide accurate
readings regarding pulp vitality, especially in cases with an open apex, recently traumatized teeth, or geriatric
patients. These tests are subjective, relying heavily on patient responses, which may result in false positives or
negatives [2].

The use of Pulse oximeter to assess the vitality of teeth was first assessed by Schnettler[3]. Setzer[4] et al. concluded
“pulse oximeter can be used as valid measurements for the assessment of different stages of clinically diagnosed
pulpal inflammation and may be a valuable adjunctive tool for clinical diagnosis”. Bargrizan et al.[5] concluded “the
pulse oximetry was effective in assessing oxygen saturation because it confirmed the avascularity of the root filled
tooth”. The use of a pulse oximeter, a non-invasive device traditionally used to monitor blood oxygen saturation, has
been proposed as an objective alternative to evaluate pulpal vitality.

This study aims to design a modified pulse oximeter probe suitable for use on permanent adult teeth and measure the
pulp oxygenation rates (%Sp0O32) in teeth diagnosed with various pulpal conditions — irreversible pulpitis, and pulpal
necrosis—and to establish whether SpO; values can be reliably used to assess the vitality of the pulp.

METHODOLOGY

This study was conducted at the Department of Conservative Dentistry and Endodontics, involving 45 patients aged
18-60. Patients with at least one root canal treated molar tooth, one tooth clinically diagnosed as irreversible pulpitis
and one healthy tooth free of any kind of pathology were included in the study. Also, the pulse oxygen saturation of
all ten fingers were also measured. Ethical approval was obtained from the Institutional Ethics Committee
(GNIDSR/IEC/22-23/41).

Pain history, clinical examination, and radiographic findings were used to confirm the diagnoses, followed by heat,
cold, and electrical pulp tests. A modified pulse oximeter was used to measure oxygen saturation in the root canal
treated tooth, tooth diagnosed as irreversible pulpitis and healthy tooth and ten fingers of the patients Statistical
analysis of the collected data was performed using ANOVA and paired t-tests to compare oxygen saturation levels
between groups.

STATISTICAL ANALYSIS

The fata were collected, entered in Microsoft Excel 2007, and analyzed in SPSS version 27.0.1 (IBM, Armonk,
USA). Categorical variables were expressed as frequencies and percentages, and continuous variables as means and
standard deviations. Associations between categorical variables were tested using the Chi-square/Fisher exact test,
while group means were compared using ANOVA. ROC curve analysis was used to assess predictive accuracy for
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continuous variables, calculating cut-off points for sensitivity and specificity. For heat and cold tests, sensitivity,
specificity, positive and negative predictive values were calculated. A p-value below 0.05 was considered significant.

Several intraoral probes were designed using a 3D printer

Version | Modification Limitations Future Direction
V1 ' Not self-retaining Modify housing for
probe housing use in both right and
left quadrants
Difficulty in Increase retention of
placement on probe housing
posterior teeth
Interchangeable Modify probe for use
probes required for | on both anterior and
right quadrant posterior teeth
placement
Inability to adapt on | Reduce size of probe
palatal surface of
anterior teeth
V2 | Smaller probe Difficulty in Modify housing for
housing placement on use in both right and
posterior teeth left quadrants
Interchangeable Increase retention of
probes required for | probe housing
right quadrant
placement
Inability to adapt on | Modify probe for use
palatal surface of on both anterior and
| anterior teeth posterior teeth
V3 | Smaller probe Interchangeable Modify housing for
housing probes required for | use in both right and
right quadrant left quadrants
placement
Inability to adapt on | Modify probe for use
palatal surface of on both anterior and
anterior teeth posterior teeth
RESULTS

In this study the mean SpO, levels of healthy teeth was 92.42, of RCT treated teeth was 0 and teeth diagnosed as
symptomatic irreversible pulpitis was 78.55.

Of the data obtained receiver operator characteristic curve analysis was done to determine the predictive value of

heat, cold and electric pulp test.

Table 1 -Distribution of SpO, (modified pulse oximetry) among the study participants according to the type of tooth

SpO:; Mean SD P value
Healthy 92.42 1.60
RCT 0 - <0.001
SIP 78.55 251

Table 6 Receiver Operator Characteristic (ROC) curve analysis of EPT in determining the viability of the tooth

ROC analysis Result 95% CI
AUC 0.801 0.728 - 0.873
@ Sp0: 17

Sensitivity 72.22% 67.3% -78.2%
Specificity 80.0 % 74.5% - 85.5%

Biomedical Science & Technology: Biomedical Imaging-Sensing and Instrumentation

113



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

Table 7 Predictive accuracy of heat test of the viability of the tooth

ROC analysis Result 95% CI
Sensitivity 86.54% 80.7% - 92.30%
Specificity 100% 100% - 100%
PPV 100% 100% - 100%
NPV 92.22% 87.7% - 96.74%

Table 8 Predictive accuracy of cold test of the viability of the tooth

ROC analysis Result 95% CI

Sensitivity 86.54% 80.7% - 92.30%

Specificity 100% 100% - 100%

PPV 100% 100% - 100%

NPV 92.22% 87.7% -96.74%
CONCLUSION

The pulse oximeter has proven to be a reliable tool for assessing pulpal vitality and inflammation. This study
demonstrated that a pulse oximeter can effectively determine pulpal status, and a successful design for a pulse
oximeter probe was developed, making it a valuable addition to traditional diagnostic methods. However, limitations
include challenges in sensor placement, the need for patient stillness, and determining the most suitable wavelength
for use in teeth. Further studies are recommended to establish standardized SpO; ranges for clinical application.
Despite these limitations, pulse oximetry holds promising potential in dental diagnostics.
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Abstract: Generating electrical oscillations through the synchronized activity of networks of neurons, is an intriguing feature of
the brain, commonly termed as neuronal synchronization. Several researchers have employed the classical Kuramoto model with
appropriate modifications to explain this phenomenon. However, the existing models have scope of improvements in terms of
reducing the computational effort and making it more physics-based. In this paper, we first generalize the classical Kuramoto
model by replacing the integer-order derivative by a derivative of fractional order. This is carried out to account for the
deficiencies shown by integer-order models to explain the real physical systems. Simulation results show that the fractional
dynamics can lead to the generation of chimera states for neurons, setting the coupling strength at a lower value than the critical
coupling strength. Next, we make some revisions in the fractional Kuramoto model and study the effect of an external stimulus on
phase response synchronization of a simple ten-oscillator system with time-varying coupling strength and time delay. Simulation
results attached here with demonstrate the occurrence of chimera states for various combinations of stimulus intensity, stimulus
frequency, and coupling schemes. Also, we show that for higher stimulus frequency, the oscillators get synchronized in both the
cases of weak and strong coupling. However, the stimulus intensity has very little effect in case of strong coupling. A popular
concept in Synthetic Biology deals with the generation of limit cycles in protein concentration using repressilator model. We have
translated a new application of the repressilator model by synchronizing nine repressilator rings to study the synchronization
characteristics. Generally, these models are used for emulating the protein synthesis system, wherein the output of three
oscillators are synchronized through a Hill Function based model. By modifying the system output in terms of phase stabilization,
we have shown interesting potential of the model for the synchronization of the oscillators. We have included the results of
simulation of a three pairs of triplet oscillators and shown their convergence with time. Furthermore, this work opens a direction
of research whereby studies might offer more insight into the phenomenon of neural synchronization by integration of fractional
derivatives and repressilator models.

Keywords: Electrical Oscillations;, Neural Synchronization; Fractional Kuramoto Model; Chimera States; Phase Response
Synchronization
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Figure 1 10 oscillators system, I = 1.5, € = 0.8, 2 = 0.8, plots of phase evolution and order parameter of oscillators
for different ¢ values

Figure 2 (a) and (b) Kuramoto Order Parameter (R) characterizing coherence between oscillators (N = 10)) (a) R=0
(Incoherence) (b) R = 1(Complete synchrony)
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Figure 3 (a) This shows the phase synchronization of 9 repressilator models with time. It can be shown that with
increasing the coupling strength the synchronization time reduces; (b) The diagram shows the repressilator network.
System A represses System B which in turn represses System C thereby producing an oscillatory response.
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INTRODUCTION

The path to secure a country’s future is through grains, not guns. This emphasizes the importance of addressing food
security[1]. Currently, there are about 840 million people with constant starvation and 3 billion individuals facing
nutritional deficiencies mostly seen in developing countries. To address this concern, strategists must focus on
increasing agricultural productivity using various gene editing techniques to enhance crop tolerance to combat
various challenges[2].

By combining traditional plant breeding methods with the modern plant breeding techniques is crucial for enhancing
agricultural productivity and crop resistance[3]. Gene editing is a term that encompasses various molecular
techniques[4]. Some of the techniques of gene editing are- CRISPR-CAS9, TALENS, ZFNS, etc., of which CRISPR-
CAS9 is the most versatile and known technique for crop production and protection[3]. This technique allows
researchers to modify gene function in plants and animals without using the foreign DNA. By introducing genetic
variation within the crops, it increases productivity, disease resistance, and tolerance to various environmental
stresses. By increasing crop resilience and productivity, CRISPR-CAS9 has been playing a vital role in addressing
barriers like food security and supporting sustainable agricultural growth[5]. This article focuses on the application of
gene editing technology for crop enhancement through CRISPR-CAS9 techniques.

METHODOLOGY

Gene editing, particularly through the CRISPR-Cas9 tool, is revolutionizing agriculture with its ability to precisely
modify plant genomes. Unlike traditional breeding methods, which can take years, CRISPR-Cas9 offers a faster,
more accurate way to enhance crops. By editing genes that control key traits like growth, photosynthesis, and grain
size, scientists can significantly boost crop productivity, creating larger and more efficient plants. CRISPR also plays
a crucial role in improving disease and pest resistance. By modifying or introducing resistance genes, plants can
better withstand infections, reducing the need for chemical pesticides, which is beneficial for both the environment
and crop health.

In the face of climate change, gene editing offers a pathway to create crops more resilient to environmental stressors
such as drought, extreme temperatures, and salinity. For example, by altering genes that control root growth, crops
could access deeper soil layers, reducing their reliance on rainfall or irrigation. This is especially valuable in drought-
prone areas where water scarcity is a growing concern.

CRISPR also holds promise for biofortification, the process of enhancing the nutritional content of crops. By
modifying genes that influence nutrient production and storage, crops can be enriched with essential vitamins and
minerals like Vitamin A and iron, helping combat malnutrition, particularly in food-insecure regions. Furthermore,
gene editing can improve nitrogen use efficiency, reducing the reliance on chemical fertilizers and minimizing the
environmental impact of farming.
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Finally, CRISPR accelerates breeding cycles by enabling precise changes to genes that regulate growth and
reproduction. This rapid breeding capability allows farmers to quickly develop new crop varieties that are better
suited to changing conditions, ensuring food security and meeting market demands.

RESULTS

Gene editing through CRISPR-Cas9 has made significant strides in enhancing crop yields and productivity. By
precisely modifying genes involved in plant metabolism, crops like rice, wheat, and tomatoes have shown faster
growth and higher yields. This advancement is crucial in addressing the growing food demand of a rapidly increasing
global population, particularly in regions struggling with food insecurity.

CRISPR has also been instrumental in improving the nutritional quality of crops. Edited rice varieties now have
higher levels of essential nutrients like iron and zinc, providing better nutrition for populations dependent on rice as a
staple. Similarly, tomatoes have been enhanced with increased antioxidant content, improving their health benefits.

Climate resilience has been another major achievement. CRISPR-edited crops are showing increased tolerance to
environmental stresses, such as drought and extreme temperatures, ensuring they can thrive even under adverse
conditions. For example, CRISPR-modified rice has demonstrated resilience to these stresses, helping secure crop
yields despite changing climates.

Moreover, CRISPR’s ability to create pest and disease-resistant crops has reduced the need for chemical pesticides,
minimizing environmental contamination. Crops like herbicide-resistant soybeans are a prime example of this,
helping preserve soil and water quality.

CONCLUSION

Gene editing, particularly through CRISPR-Cas9, is poised to transform agriculture by enabling the creation of high-
yield, climate-resilient, pest-resistant crops with enhanced nutritional content. By addressing the challenges posed by
climate change, pests, diseases, and malnutrition, CRISPR holds the potential to revolutionize food production and
security. This technology could become a cornerstone in feeding a growing global population while also promoting
sustainable farming practices.

However, to unlock its full potential, further research is needed to refine these technologies and ensure their safe,
effective implementation in diverse agricultural systems. With continued advancements and a focus on solving key
challenges, CRISPR-edited crops could soon play a central role in feeding the world and sustaining the future of
agriculture.
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Abstract: Proteins undergo misfolding due to changes in physiological conditions, mutation or cellular homeostasis, resulting in
various neurodegenerative conditions. As disturbed homeostasis of nitrogenous bases and nucleotides are associated with
neurodegenerative diseases, we wanted to investigate the effect of these molecules on protein amyloid formation/dissociation. In
the current study, we have investigated the effect of these compounds on preformed amyloid as well as on specific steps of amyloid
formation, including primary nucleation, secondary nucleation and elongation. Our results show that by adding these ligands,
soluble aggregates/oligomers at physiological pH convert towards more matured fibrils as measured by Thioflavin T (ThT)
binding and atomic force microscopy. Surprisingly, turbidity and UV scattering intensity of the preformed oligomers at
physiological pH decrease, which may be due to an overall decrease in scattering due to the presence of large aggregates in the
solution. Detailed investigation of ThT binding kinetics showed that these ligands at physiological pH modify key microscopic
protein aggregation processes depending on the step of aggregation they are introduced in. While they promote oligomer to
mature amyloid formation, fragmentation and elongation are inhibited. The study provides aspects for further investigations of
these metabolites as protein aggregation modifiers and potential therapeutics in neurodegenerative diseases.

Keywords: Lysozyme, Protein Aggregation; Neurodegenerative Diseases; Intracellular Metabolites; Aggregation Kinetics
INTRODUCTION

Protein misfolding diseases cause neuropathic and non-neuropathic pathological conditions in humans, mainly due to
protein misfolding and the subsequent formation of amyloid or aggregates. Amyloid plaque, characteristic of various
neurodegenerative conditions, is an ordered structure, mostly fibrous [1]. The acceleration in the rate of amyloid
deposition is supposedly a primary event in the pathogenesis of Alzheimer’s disease (AD). A wide array of
endogenous factors could affect the rate of amyloid formation in vitro and play a role in the pathogenesis of AD [2].
Cellular systems have their quality control mechanism, which maintains a balance between protein production and
degradation. Deregulating these systems could prove vital for being a causative factor in various diseases, primarily
neurological disorders and systemic amyloidosis [3-5]. Nucleotide balance is an essential factor in both dividing and
quiescent cells. The emphasis is more on neural tissues as there is a high rate of metabolism and, hence, a high
requirement of ATP [6] for proper functioning. One exciting aspect of protein misfolding diseases that has come into
being is the existence of intermediates during the formation of amyloid fibrils or complete protein unfolding. These
oligomeric intermediates are potentially more cytotoxic and have also increased the scope of further research [7].

In the current study, we have tried to elucidate the effect of selected nitrogenous bases viz—cytosine, guanine,
thymine and uracil, and nucleosides viz. adenosine and Guanosine on amyloid formation using HEWL amyloids as a
model. We have also investigated the possible formation of intermediate states and monitored structural changes,
morphology and shape of the possible oligomers and amyloid fibrils using extensive spectroscopic and imaging
analysis. We have also studied the effects of these molecules on modulating the oligomeric state towards a more
fibrillar state, potentially less toxic. We have extensively used spectroscopic and microscopic techniques and
complemented Thioflavin T aggregation kinetics to gain valuable insights into establishing a potential mechanism
that the ligands exhibit depending mainly on the dynamic behaviour of proteins based on pH. Lastly, we have utilised
molecular simulation studies based on our previous molecular docking studies to gain more insights into the possible
mechanism of the effect of metabolites on the model protein.
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The data suggest the anti-amyloidogenic nature of these metabolites. Our results indicate that the metabolites can
drive the hen egg-white lysozyme towards forming aggregates over 120 hours in near physiological pH. Further,
when added to soluble aggregates/oligomers at near physiological pH, our results indicate these ligands convert them
towards more matured fibrils as measured by Thioflavin T (ThT) binding and atomic force microscopy. Detailed
investigation of ThT binding kinetics showed that these ligands at physiological pH modify key microscopic protein
aggregation processes depending on the step of aggregation they are introduced in. We have also shown a significant
decrease in the aggregation index of the protein solutions incubated with various selected metabolites. Surprisingly,
turbidity and UV scattering intensity of the preformed oligomers at physiological pH decrease, which may be due to
an overall decrease in scattering due to the presence of large aggregates in the solution. Moreover, the molecular
simulation studies also indicate that these metabolites have stable binding at amyloidogenic sites of HEWL and
possibly prevent amyloid by inhibiting intermolecular interactions. The study provides aspects for investigations of
these metabolites as protein aggregation modifiers and potential therapeutics in neurodegenerative diseases.

METHODOLOGY

We have utilized extensive computational methods like molecular docking and simulation to analyse the interactions
of various nucleosides, nitrogenous bases and nucleotides with aggregation-prone zones of model amyloid protein,
i.e. Hen egg White Lysozyme (HEWL). Based on our previous molecular docking studies [8], we have employed
molecular dynamics using GROMACS v2018.8 of the chosen protein-ligand complexes. We have performed 100 ns
molecular simulations of the chosen complexes utilising the GROMOS 54a7 forcefield. We generated topology files
for the metabolites from the PRODRG server as described previously in our works and set up the simulation using a
similar methodology [9-11]. As for the binding energy analysis post-simulation, we utilised the widely accepted
MM/PBSA method. We also utilised the g mmpbsa tool of GROMACS, calculating the per residue-free energy
analysis [12-13].

Subsequently, we examined the effect of the best computationally identified compounds for anti-amyloid properties
using HEWL amyloid as a model system. HEWL amyloid is well characterized at pH 12.2 and widely reported in the
literature. We have also characterized HEWL amyloid at near physiological pH, i.e., 7.4. Our results showed that
amyloid fibrillation is more pronounced at near physiological pH than at pH 12.2. Further, we also report a lower
formation of oligomers and, subsequently, matured fibrils of HEWL in the presence of both nitrogenous bases
(Cytosine, Guanine, Thymine and Uracil), nucleosides (Adenosine and Guanosine) in a time-dependent manner. We
also validated the results using supporting data like aggregation index, dynamic light scattering (DLS) studies and
atomic force microscopy (AFM) imaging.

We performed three different Thioflavin T kinetics assays in the current study. Firstly, we established the
approximate model of HEWL aggregation using a range of concentrations of HEWL from 20uM, 50uM, 100uM,
150uM and 200puM 50mM Tris-100mM NacCl buffer at pH 7.4. For a mechanistic understanding of the behaviour of
ligands and their impacts on various stages of protein aggregation, we measured ThT intensity as a function of time.
We performed the experiments in two phases to understand the roles of the ligands in inhibiting key steps such as
primary nucleation, secondary nucleation and fibrillation. The first Thioflavin T kinetics was studied by simultaneous
incubation of HEWL at a specific concentration and ligands at a specific concentration. Secondly, we performed a
separate experiment by adding a preformed seed in a 1:1 ratio to a freshly prepared HEWL monomer solution. We
sonicated the seed solution for 15 minutes with a pulse of 5 seconds ON and 7 seconds OFF to break down the
oligomers formed. We aimed to understand the impact of ligands on a possible inhibition of secondary nucleation.
We normalised the Thioflavin T kinetics raw data using Amylofit— The Amyloid Aggregation Fitter
(https://amylofit.com) server developed by Miesl and colleagues [14]. We also used the Boltzmann equation for
calculating our lag times in seeded experiments.

RESULTS

HEWL amyloid is well characterized at pH 12.2 and widely reported in the literature. We have also characterized
HEWL amyloid at near physiological pH, i.e., 7.4. Our results showed that amyloid fibrillation is more pronounced at
near physiological pH than at pH 12.2. Further, we also report a lower formation of oligomers and, subsequently,
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matured fibrils of HEWL in the presence of both nitrogenous bases (Cytosine, Guanine, Thymine and Uracil),
nucleosides (Adenosine and Guanosine) in a time-dependent manner. We concluded that the selected nucleosides and
nitrogenous bases potentially suppress (slow down) primary nucleation processes under these experimental
conditions.

Through the endpoint assay at pH-7.4, we obtained amyloid fibrils up to a length of 0.543um in the control samples.
The HEWL fibrils treated with various metabolites at this pH produced heights ranging from 0.33 to ~0.45um. The
results here show that the metabolites affect the overall length and morphology of the HEWL amyloid fibrils. We
carried out our DLS studies after incubating the samples for five days with and without metabolites at both pHs. At
near physiological pH, the peak intensity is higher in samples treated with metabolites. The Z-average hydrodynamic
radii of control aggregates are 229.8 nm. Among nucleosides, adenosine lowers aggregate size with a hydrodynamic
radius of 7.57 nm and Guanosine around 197.6 nm. Among the nitrogenous bases, uracil shows a vigorous intensity
indicating a higher homogenous population in the solution with a radius of ~ 125 nm. In the presence of Guanine,
Thymine and Cytosine, aggregates of lower hydrodynamic radii compared to control samples ranging between 145-
200 nm. The polydispersity index of all the samples is within 0.7

We attempted to unravel the HEWL amyloid kinetics in near physiological pH and determine the critical microscopic
stages of HEWL aggregation. The HEWL aggregation followed a Saturation Elongation and Fragmentation model.
We report that upon adding ligands on preformed HEWL amyloids, there is a sharp increase in the Thioflavin T
intensity of the samples indicating the rapid formation of matured fibrils upon adding the chosen ligands. The
observation was repeated at three different time points. Our AFM analyses also supplemented this. On the contrary,
our turbidity and UV scattering analyses showed a decreasing trend, which could be explained by the overall
reduction of scattering intensity due to large aggregates. We further elucidated using the Thioflavin T kinetics assay
that in the presence of the metabolites, the HEWL aggregation half-time is shortened compared to HEWL aggregation
without metabolites. Further, there is an increase in combined nucleation and elongation rate. Considering these two
factors, we concluded that the selected metabolites enhance and promote fibrillation processes at this stage. Although
in seeded reactions where we had anticipated quickening up of the overall reaction and shortening of the lag phase,
the addition of ligands along with preformed seeds to HEWL monomers showed varied results. Adenosine and
Cytosine did not decrease lag time compared to control samples. On the contrary, Guanine, Guanosine and Thymine
increased overall lag time. This important observation indicates that the metabolites modify the lag phase period in
aggregation kinetics, depending much upon the stage of protein aggregation they encounter in solution.

Computational and In-silico studies Biophysical Studies on In-silico studies on
on Amyloidogenic Proteins Hen Egg whilte Lysozyme novel cholinesterase inhibitors
- a

— Acetylcholinesterase
@

Figure 1 Major thematics of the current study: Computational and Biophysical studies on Hen Egg White Lysozyme
using selected metabolites supplemented with Cholinesterase inhibitor study
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Potential mechanism of Ligands at different stages of HEWL aggregation
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Figure 2 Summary of the major mechanisms concluded from the study for the various molecules and their impact on
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Figure 3 Significant findings of the study (Left) and the potential areas of future work (right)

CONCLUSION

The study focuses on

the impact of selected intracellular metabolites on the primary nucleation step of protein

aggregation. Since fibril-dependent processes are absent, primary nucleation is the driving force for protein
aggregation under these conditions. Our results show that primary nucleation processes are suppressed in the presence

of metabolites as there

is a simultaneous loss of ThT and ANS intensity. Interaction of small molecules directly with

aggregation-prone disordered zones within the full-length protein is also an exciting strategy for finding small
molecules as protein aggregation modifiers. Much of the drugs discovered to treat various proteinopathies are based
on targeting primary, and secondary nucleation or elongation of aggregated proteins.
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In the current study, we have used prefibrillar oligomers as therapeutic targets. The challenge arises in understanding
the exact kinetics of these micro-processes as no step here is ordered and timed. Small molecules like adenosine and
guanosine show potential as drugs when tested upon Hen egg-white lysozyme. The overall processes were studied
using established experimentation methods like Fluorescence Quenching which helped us conclude the binding
affinity and binding sites of these molecules within the protein. The quenching result also indicates the capacity of the
ligands to interact with the K peptide region of the protein consisting of key Trp residues. Interaction of key Trp
residues with ligands suggests that the ligands possibly can stabilise hydrophobic residues, potentially blocking the
oligomerisation process of the protein. ThT fluorescence revealed that both nucleosides and nitrogenous bases reduce
the half-time and increase the overall fibrillation, which indicates the process is directed more towards shifting from
cytotoxic oligomeric species to stable elongated fibrils. We also studied the overall effect of drugs in seeded reactions
(secondary nucleation), in which all ligands except uracil were less effective. The increase in size was further
validated using atomic force microscopy, in which it was visible that overall fibrillation increased in the presence of
ligands. This study provides a robust platform for more rigorous future experiments based on these molecules.
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Abstract: The coordinated action of various facial and vocal muscles facilitates speech. Facial muscles show distinct levels of
activation depending on the words being pronounced. Investigating muscle activation while articulating different words may
contribute to developing speech-assistive devices. In this work, the activation of Zygomaticus major muscle during the articulation
of fifteen Malayalam syllables is studied using surface electromyography (sEMG) signals. Signals are recorded from twenty-one
healthy female subjects using standard protocols. Features namely root mean square (RMS) and mean frequency (MNF) are
extracted from the recorded signals, and the syllables related to the minimum, and maximum activation of the Zygomaticus major
are identified. Results indicates that the highest mean values of RMS equals to 1.1E-02 obtained for the phoneme @0 (am),
indicating the maximum activation of the muscle during the articulation of this phoneme. The minimum activation is noticed while
articulating the phoneme @9 (aa). However, MNF exhibited a maximum value of 83.22 Hz for the phoneme 6D (uu). In addition,
the syllables 63 (0), 630 (00), and 63D (au) exhibited similar level of activation. Thus, the extracted sEMG features are found

capable of reflecting the distinct activation of Zygomaticus major muscle for various Malayalam syllables. The proposed study
may be used to identify the other facial muscles involved in the pronunciation of various syllables that contributes to human
machine interfacing and developing speech aids for people suffering from speech disorders.

Keywords: Facial sEMG; Malayalam Language; Silent Speech Recognition, Swaraksharas; Zygomaticus Major
INTRODUCTION

Speech can be considered an efficient means of communication that eventually led to the development of many
languages. It is the most natural and powerful way of communication for humans [1]. Speech enables the sharing of
ideas, thoughts, and knowledge and is one of the primary ways of interacting with those around us. Effective speech
requires the active coordination of facial and vocal muscles. Facial muscles are a group of about 20 flat skeletal
muscles lying underneath the skin of the face and scalp. Neck muscles are the large groups of muscles in the cervical
area that are responsible for the head movement in all directions, elevating the upper ribs for inhalation, and aiding in
chewing, swallowing, and speaking. Together, these facial and neck muscles play an important role in the speech
recognition process [2].

One of the most important muscles involved in speech generation is the Zygomaticus Major [3]. The coordinated
action of this muscle with other facial and neck muscles helps in generating different facial expressions. The
activation of these muscles are studied in developing human machine interfaces. They are known as laughing muscles
due to their significant role in generating smiles. They are mainly activated during the articulation of words that
require lip movement. It originates from the upper margin of the temporal process, part of the lateral surface of the
zygomatic bone, and is inserted into the tissue at the corner of the mouth [3]. The importance of the zygomaticus
major muscle extends to the development of assistive technologies for individuals who cannot produce audible
speech. Studies have shown promising results in using facial muscle movements, including zygomaticus major, for
the effective synthesis of speech [3]. Certain pathological conditions including muscular dystrophies, myalgia strains,
Bell’s palsy and myopathy can affect the Zygomaticus Major, leading to difficulty in generating speech [4].
Therefore, studying the activation of this muscle may help in developing speech aids for patients suffering from
various muscle diseases. Conventional speech recognition systems, commonly employed for human-machine
interaction and developing speech aids, are limited by their vulnerability to ambient noise. Silent speech recognition
systems using surface electromyography (SEMG) signals are more robust against external noises and provide superior
performance over conventional approaches [5].
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SEMG can be measured by placing electrodes on the skin above the muscle of interest to detect the electrical
potentials generated by muscle fibers during contraction [6][7]. It is widely used for analyzing muscle activation in
speech signal processing [5]. Previous studies have utilized the reliability of SEMG features for the detection of
syllables of various languages, including Thai and Spanish. Features such as root mean square (RMS), average
amplitude, maximum amplitude, kurtosis, mean absolute value, zero crossing points, sum of all signal values, and
sum of all rectified signal values are used for SEMG based syllable detection [8], [9]. In addition, studies have used
SEMG signals for classifying the sub-vocal Hindi phonemes [10]. However, studies concerning syllable detection for
Malayalam language have not yet been well investigated.

The analysis of muscle activation during the articulation of different Malayalam phonemes can contribute to
developing speech aids for individuals with various speech disorders. However, the muscle activation of Zygomaticus
Major during the pronunciation of various Malayalam syllables has not yet been studied. Hence, in this work, we
focus primarily on studying muscle activation of Zygomaticus major muscles during the articulation of 15 Malayalam
syllables using sEMG signals. RMS and MNF are extracted from recorded signals. Further, the syllables
corresponding to the maximum and minimum activation of the muscles is identified using Wilcoxon signed rank test.

METHODOLOGY
Experimental Protocol

SEMG signals were collected from twenty-one healthy female volunteers aged ranging from 18 to 22 years old with
no speech impediment or disorders and are natives of Kerala. Initially, the muscle is identified by palpation, and the
skin surface is cleaned using an alcohol-dipped swab. Bipolar electrodes are placed at a distance of 1 cm, with the
forehead as the location for the reference electrode. To reduce the posterior complexity of the system, electrodes are
only placed on one side of the face [9]. Figure 1 given below provides a visual representation of the final electrode
placements.

Figure 1 Electrode placement on Zygomaticus Major

Subjects were asked to articulate fifteen Malayalam syllables on a pitch scale. The swaraksharas are @(a), @9 (aa) ,

@ (e), DD (ee), O (w), O (uw), €3 (1), af) (eh), af} (ehh), Oaf) (ai), 63 (0), 632 (00), 63D (au), @O (am), B3
(ah). A timer is set and displayed in such a way that on the 5th second, the subject pronounces the 1st syllable, and on
the 10th second the second one, and so on. A four-second break is given in between the pronunciation of the next
syllable [5]. The protocol received ethical clearance from the Institutional Ethical Committee, District Hospital,
Palakkad, Kerala, India (IEC Study Ref No: B4/499/18) [S][11].

Instrumentation and Data Acquisition

SsEMG signal acquisition is performed using BIOPAC MP160. It is a data acquisition system that provides a flexible
tool for life science research. This can record at speeds up to 400 KHz. The Bionomadix system is a wireless multi-
channel physiological recording platform. Bionomadix 2-channel EMG system is used for recording SEMG signals in
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this study [12]. The sampling rate selected is 2000 Hz [11]. Acquired sEMG signals are filtered using a fourth-order
Butterworth band pass filter with cutoff frequencies ranging from 30Hz to 300Hz. A notch filter of frequency 50Hz is
further used to remove the power line interferences [5].

Feature Extraction

MNF is the average frequency of a signal weighted by its power spectral density. It provides a measure of the center
of the power distribution in the frequency domain, often used in the analysis of biomedical signals to assess muscle
activity. The mean frequency f' can be defined as,

_ IR U

= N pUrD ()

where f; is the ith frequency component, P(f;) is the power spectral density at f; and N is the total number of
frequency components. RMS value is used in quantifying the amplitude of a signal. The RMS value of a continuous
signal provides a measure of the signal's power and can be calculated as,

RMS = |G f) (x(t?)dt)) (2)

RESULTS AND DISCUSSION

The representative signal acquired from the Zygomaticus Major of a subject during the pronunciation of Malayalam
syllables from @0 (a) to @@o (am) is shown in Figure 2. The duration of the signal is found to be 87s whereas the
signal amplitude varies from -0.035mV to 0.025mV. The activation of the muscle during the articulation of various
Malayalam syllables is identifiable from the distinct burst observed in Figure 2, where the highest amplitude is noted
for the burst recorded during the pronunciation of & (u) and &9 (“uu”

0.06 4 | T o TREE P R ¢
la 3ale pe u:uu:i eh'stH ai! o ooy jam lan
0.04 ; ' ' i \ i SRR | )
0.02 - '
;‘
£ .00
=)
&
= —0.02 -
—0.04 -
—0.06
il 4 : .
0 20 40 60 80
Time (s)

Figure 2 Sample sEMG signal recorded from the Zygomaticus major muscle during the pronunciation of
swaraksharas

Figure 3 illustrates the RMS and MNF obtained for the representative signal during the articulation of Malayalam
syllables. From Figure 3 (a), it is noticed that the highest RMS is obtained for the syllable @00 (am), whereas the

maximum MNF is noticed for the phoneme &7 (uu). Further, the mean values of RMS and MNF is calculated for the

entire signals and the results are tabulated in Table 1. From Table 1, it is evident that maximum activation of the
muscle is observed during the articulation of the phoneme @@o (am), and the corresponding mean value of RMS is

1.13E-02. However, the minimum activation is noticed while articulating the phoneme @9 (aa) with mean values of
RMS and MNF equals to 5.19E-03 and 70.99 Hz. Highest MNF value of 83.22 Hz is noticed for @9 (uu). In
addition, the syllables 63 (0) and 63D (00), exhibited a similar level of activation with RMS values equal to 8.40E-03.
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The syllable 0 (uu) demonstrated the second highest level of activation. Thus, the extracted features are found

capable of exhibiting the distinct activation pattern of the muscle during the pronunciation of various Malayalam

syllables.
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Figure 3 RMS and MNF values obtained for the representative signals from Zygomaticus major muscle during the

pronunciation of fifteen Malayalam syllables

Table 1 Mean values of MNF& RMS during the articulation of 15 Malayalam syllables from ‘@@’ to @13 (ah)

CONCLUSION

Malayalam RMS values MNF values in Hz
swaraksharas

@10(a) 5.72E-03+4.1E-03 73.42 £18.26
@) (aa) 5.19E-0343.1E-03 70.99 + 13.55
6 (e) 5.85E-03+3.7E-03 73.16 = 14.42
60D (ee) 6.20E-034+3.5E-03 73.65+ 15.39
6 (u) 8.03E-03+6 4E-03 79.56 + 15.17
O (uu) 9.5E-03+1.02E 02 83.22+17.99
22 (1 7.27E-03+£5.7E-03 77.68 £ 17.56
af)) (eh) 6.10E-03+£6.1E-03 74.55 + 18.89
af3 (ehh) 7.36E-0344.9E-03 73.17 + 18.07
6)af) (ai) 7.40E-03+4.8E-03 74.94 £ 15.53
63 (0) 8.40E-03+5.2E-03 80.00 + 19.22
632 (00) 8.40E-03+5.2E-03 80.84 + 19.51
637 (au) 9.79E-03+6.8E-03 80.85 + 17.80
@100 (am) 1.13E-02+5.6E-03 77.69 + 15.58
(@103 (ah) 6.14E-03 £4.0E-03 73.39+15.13

The proposed work aims to analyze the activation of Zygomaticus major muscles during the articulation of fifteen

Malayalam syllables from ‘@’

to @05 (ah) using SEMG signals. In this study, SEMG signals from the muscles of

twenty-one subjects are acquired using the standard protocol, and features such as RMS and MNF are extracted.

Further, recorded signals and analyzed to identify the syllables corresponding to the minimum, and maximum
activation of the Zygomaticus major. From the results, it is found that the maximum activation of the muscle is
observed during the articulation of the syllable “@@o (am)”. The syllables 63 (0) and €32 (00) exhibited similar level
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of activation. The minimum activation is noticed while articulating the phoneme “@Q (aa)”. Thus, the extracted

features are suitable for studying the difference in the muscle activation of Zygomaticus Major for various Malayalam
syllables. The proposed analysis may be employed for the syllable detection of other languages. This study can be
extended to developing speed aids for speech-disabled persons by analyzing the activation of muscles for various
Malayalam syllables.
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Abstract: Epilepsy, a prevalent chronic neural disorder, affects millions worldwide, emphasizing the critical need for timely
detection and treatment. This research explores the development and performance evaluation of four distinct model architectures
for epileptic seizure detection cases using EEG signals. The dataset is strategically preprocessed, focusing on the detection of
epileptic seizures. The proposed models, namely Recurrent Neural Network (RNN), Modified Recurrent Neural Network
(Modified-RNN), Gated Recurrent Unit based RNN (GRU), and Bidirectional GRU-based RNN (Bi-GRU), are evaluated over the
various metrics. Results demonstrate a notable progression in model performance, demonstrating significant advancements in
accuracy, precision, and sensitivity. The bidirectional GRU-based model emerges as the most effective architecture, providing a
promising solution for accurate epileptic seizure detection with more than 99% accuracy for all binary data clusters and almost
more than 95.5% for all trinary data clusters. This was then used to deploy a web-based application that predicts epileptic activity
in a patient’s brain. These findings underscore the potential of advanced neural network architectures for enhancing diagnostic
capabilities and improving patient outcomes in epilepsy management.

Keyword: Epileptic Seizure Detection, Electroencephalogram, Deep Learning, Recurrent Neural Network (RNN), Gated Recurrent
Unit (GRU)

INTRODUCTION-

Epilepsy is an increasingly prevalent neurological disorder marked by sudden seizures and is not contagious.
Although it may occur at any age, newborns and the elderly are more likely to be diagnosed with epilepsy. The World
Health Organization (WHO) estimates that 50 million individuals worldwide have epilepsy [1]. Seizures are swift and
show an early abnormality in the electrical activity of the brain that disrupts its function, potentially affecting various
bodily processes [2]. Numerous health issues, including memory loss, breathing difficulties, unconsciousness, body
part stiffness, and many more, can result from this. Despite being prevalent worldwide, this illness is more severe in
countries that are developing. Thus, it becomes imperative to develop a diagnostic technique of high accuracy and
specificity in order to reduce the disability due to epilepsy [3].

The most frequent instrument used to investigate epilepsy and interpret brain electrical signals is the
electroencephalogram (EEG) [4]. The voltage changes generated by the ionic current flowing through brain neurons
are provided by the EEG and serve as a representation of the bioelectric activity of the brain [5]. Using EEG data for
the identification of epilepsy is laborious and time-consuming, as it relies on the expertise of epileptologists and
neurologists to meticulously analyze the voltage variations generated by neuronal activity while screening the EEG
signals minutely. However, this approach is inherently susceptible to human error and lacks the scalability to address
the global burden of epilepsy [6]. Thus, new methods for identifying epileptic seizures utilizing automated diagnosis
systems have been created across the years. It aids in lowering the experts' clinical workload. In addition, this
procedure is easier and more precise than conventional ones. [7]. Therefore, there is a critical need to design an
automated diagnostic system to mitigate these issues.

Deep learning has demonstrated promising outcomes in audio and image recognition [8]. For epileptic seizure
detection, researchers have built models using mainly time-frequency domain analysis [9]. Several research studies
have proposed using artificial intelligence-based classification algorithms to detect epilepsy [10]. Results are
somewhat compromised due to the challenges of filtering noise levels in the EEG signal and the proper selection of
features [11]. But, by leveraging machine learning, such systems have the potential to automate the analysis of EEG
signals for the detection of epileptic seizures, enhancing accuracy, efficiency, and accessibility.
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The research work is organized as follows: Section 2 delves into an extensive literature review, presenting a thorough
examination of various methodologies employed for early seizure detection. Moving on to Section 3, the
methodology section elucidates the dataset used for the research, detailing its description and the preprocessing steps
undertaken. Additionally, the section outlines the proposed model architectures, designed for accurate epileptic
seizure detection. All the proposed model architectures with comprehensive details are described in section 4. The
section 5 showcases the results obtained from the implemented models and draws insightful comparisons with
previous research studies. Section 6 describes the deployed web-based application for predicting the chances of a
patient experiencing seizures and taking appropriate actions to address them. Finally, Section 7 encapsulates the
study's conclusions, synthesizing key findings and contributions to the field of epileptic seizure detection.

LITERATURE REVIEW

This section examines the different approaches used for the early detection of epileptic seizures. While many machine
learning and deep learning techniques are used for detection, the majority of this review section is devoted to various
machine learning algorithms like SVM and RF, as well as RNN and ANN.

SVM, ANN, and KNN give significant performance in the analysis and processing of brain signal datasets. The
hybrid model, which proposes a binary classification between epilepsy and non-epilepsy, was proposed by Dorai and
Ponnambalam [12]. Birjandtalab et al. [13] have worked on the class imbalance issue. They have implemented the
Gaussian mixture model (GMM) for the detection of epileptic seizures and achieved a satisfactory 85.1 F-measure.
The authors [14] have shown an ANN classifier on the EEG activity dataset. The proposed model has achieved 95%
accuracy in binary classification between non-seizure and seizure.

Two models—SVM and neural networks (black box approach)—were used in the Satapathy et al. [15] study to detect
epileptic seizures on the dataset having 5 classes, A to E. SVM shows the best performance compared to all other
models' networks. Hassan and Subasi [16] used genetic algorithms (GA), support vector machines (SVM), and
particle swarm optimization (PSO) to achieve a satisfactory accuracy of 92.38%. The CHB-MIT dataset has been
used by Shoeb and Guttag [17] to detect seizures. To attain 93.38% accuracy, they have used vector features and
SVM classifiers. Four classifiers—SVM, MLP, KNN, and Naive Bayes—were employed by Amin et al. [18] for
classification using the DWT method and relative features. According to the experiment's findings, they have a 92%
accuracy rate. Zabihi et al. [19] processed a dataset containing frequency-domain and time-domain information using
an SVM classifier, achieving 96.05% specificity and 93.78% sensitivity. Lahmiri and Shmuel [20] have classified
non-seizures and seizures with an exceptional 97% accuracy rate utilizing the Hurst exponent (HE). For precise
categorization, Raghu et al. [21] presented a hybrid architecture that was used on unprocessed EEG data. They used a
hybrid KNN-SVM model, and the accuracy was 90%.

Golmohammadi et al. [22] have proposed two LSTM-based architectures, with the softmax classifier having 3 and 4
layers, and they get satisfactory results. Chen et al. [23] have proposed two architectures, one based upon LSTM and
another based upon GRU. The first LSTM deep network [23] had three layers used for classification and feature
extraction. The last layer has sigmoid activation, and they have achieved 96.83% accuracy. The second [23] 3-layer
GRU-based deep network has sigmoid activation in the last layer and has 96.67% classification accuracy.

According to directed tests, two GRU and LSTM architectures were employed in [24]. The LSTM and GRU model
architecture consisted of one layer of Fully Connected (FC) with a sigmoid activator, four layers of LSTM and GRU
with the activator, and a layer of Reshape. A GRU-based detection method has been proposed by Talathi et al. [25].
They merged the 4-layer Gru network with the softmax FC layer in the classification step of the suggested approach,
and 98% accuracy was attained. A GRU-based network with softmax activation in the final classifier layer was used
by Roy et al. [26]. Five layers of GRU are used in the suggested design, which has produced remarkably accurate
results.

In the landscape of epileptic seizure detection, previous researchers have worked on many different algorithms along
with improvements in results. However, the advancements and improvements in past techniques in the field of
epileptic seizure detection go hand-in-hand. In view of this, the present research has contributed to the further
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enhancement of the research area in the following ways: (i) a comprehensive exploration of four different neural
network architectures (RNN, Modified-RNN, GRU, and Bi-GRU) for detecting epileptic seizures using EEG signals;
(i1) strategic preprocessing of a dataset from Bonn University, Germany, with a focus on seizure detection; (iii) the
significance of advanced neural network architectures, particularly bidirectional GRU, in enhancing diagnostic
capabilities for epileptic seizure detection; (iv) valuable insights for optimizing model architectures with potential
implications for improved patient outcomes and diagnostic efficiency in epilepsy management; and (v) a light-weight
app to continuously monitor and update the epileptic attack.

METHODOLOGY

This section describes the dataset used for the proposed research, along with the various steps involved in the
preprocessing of the data. The development of model architectures for the detection of epileptic seizures is also
described in the next section.

Dataset Description

The EEG time series signals created by Andrzejak et al. at Bonn University in Germany [27] comprise the dataset
used for the study. As illustrated in Figure 1, the dataset consists of 5 classes. Table 1 describes the representation of
each class.

Class Distribution
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Figure 1 Number of data points of each class

Table 1 Class distribution

Class Represent Epilepsy/Non-Epilepsy
1 Seizure Activity Epilepsy
2 From the area where tumor was located Non-Epilepsy
3 From the health brain area (where tumor was identified) Non-Epilepsy
4 Eyes closed Non-Epilepsy
5 Eyes open Non-Epilepsy

Biomedical Science & Technology: Interdisciplinary Biomedical Research 137



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

The dataset comprises a 23.6-second-long EEG recording with five classes. One recording has 4097 data points.
These data points are divided into 23 chunks. Each chuck represents 1 second of EEG activity, which has 178 data
points. This results in 11,500 rows, in which each row consists of 179 features representing the EEG values over time
and a response variable, which denotes the class.

Class 1 specifically denotes epileptic seizure activity, while the other 2, 3, 4, and 5 classes represent the individual
without seizure, as shown in Table 2. Our study focuses on the binary classification between epilepsy and non-

epilepsy.

Table 2 Result of Model 1 on various evaluation metrices

Data Cluster Accuracy Precision F1-Score Sensitivity

Train | Test | Train | Test | Train | Test | Train Test

1-2345 96.78 | 96.70 | 96.37 | 98.84 | 96.80 | 97.92 | 97.24 | 97.02
1-5 99.86 | 99.35 | 99.73 | 99.13 | 99.86 | 99.35 | 100.00 | 99.56
1-4 99.51 | 99.13 | 99.08 | 98.29 | 99.51 | 99.14 | 99.94 | 100.00
1-45 99.42 199.20 | 99.16 | 99.45 | 99.44 | 9940 | 99.73 | 99.35
1-3 99.13 | 97.72 | 98.71 | 97.20 | 99.13 | 97.73 | 99.56 | 98.26
1-2 95.30 | 94.67 | 94.51 | 93.64 | 95.40 | 94.85 | 96.30 | 96.09
1-23 96.36 | 95.58 | 95.32 | 97.25 | 96.41 | 96.66 | 97.53 | 96.09
123-45 79.72 | 73.22 | 71.79 | 60.60 | 82.84 | 73.73 | 97.92 | 94.13
1-2-4 67.66 | 65.94 | 41.66 | 40.12 | 49.81 | 48.11 | 62.05 | 60.07
1-3-5 75.22 | 72.68 | 43.58 | 42.99 | 52.13 | 51.40 | 65.02 | 64.06
1-2-5 72.84 | 72.25 | 44.12 | 43.13 | 52.65 | 51.67 | 65.58 | 64.49

Dataset Preprocessing

The dataset preprocessing involved several key steps to optimize it for accurate model training and evaluation on
various clusters. Mainly the data preprocessing consists of 4 stages as depicted in the Figure 2.

(i) Creating Required Clusters: The initial step involves segmenting the dataset into specific clusters relevant to the
classification task. These clusters are designed to represent distinct categories or conditions related to epileptic
seizure cases.

(i1) Train-Test Split: To train and evaluate the model, the dataset is then divided into training and testing sets. The
training set is used for the training of the model, while the remaining amount is used to evaluate the model's
performance.

(iii) Handling Imbalance with SMOTE: Addressing class imbalance is crucial for robust model training. In scenarios
where certain clusters or classes are underrepresented, the Synthetic Minority Over-sampling Technique (SMOTE)
algorithm is applied. SMOTE generates synthetic samples to balance class distribution, ensuring that the model is not
biased towards the majority class.

(iv) One-Hot Encoding: To prepare categorical data for machine learning models, one-hot encoding is employed. This
process converts categorical variables, such as cluster labels, into binary vectors, making them suitable for model
input. Each category is represented by a binary feature, improving the model's ability to understand and utilize this
information during training and prediction.

All these preprocessing steps collectively aim to enhance the quality of the dataset, address class imbalances, and
transform categorical variables into a format suitable for effective machine learning model training and evaluation on
different clusters.
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Figure 2 Data Preprocessing Stages
NEURAL NETWORK BASED MODEL FOR EPILEPTIC SERIES PREDICTION

This section gives insights into the different model architectures developed for the detection of epileptic seizures. We
are proposing four models, namely Recurrent Neural Network (RNN), Modified Recurrent Neural Network
(Modified-RNN), Gated Recurrent Unit based RNN (GRU), and Bidirectional GRU-based RNN (Bi-GRU). These
models have been further evaluated using various evaluation metrics.

Recurrent Neural Network Model (RNN)

The first proposed model is a Recurrent Neural Network (RNN) designed for detection of epilepsy using EEG time
series signals. The proposed model architecture is shown in Figure 3.

( Basic Neural Network Block Basic Neural Network Black (N,0)
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L
Basic Neural Network Block
(N=32, 6=0.7)
¥
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(n=number of clusters)

Figure 3 Model summary of RNN

The proposed model comprises three layers. The first two layers consist of 32 neurons, each with rectified linear unit
(ReLU) activation, and are followed by dropout layers with a 0.7 dropout rate to mitigate overfitting. The final layer,
with a sigmoid activation function, gives the final classification output. The model architecture has 6850 model
parameters. This RNN model leverages dense layers and dropout mechanisms to enhance generalization and prevent
overfitting during the learning process. The use of ReLU activation and dropout layers aligns with common practices
in building effective neural network architectures for binary classification tasks.

Modified Recurrent Neural Network Model (Modified-RNN)

The Model 2 is a refined version of the previous architecture, showcasing an intricate Recurrent Neural Network
(RNN) designed for the detection of epilepsy using EEG time series signals. The proposed model architecture is
shown in Figure 4.

The model features a sequential stack of dense layers with increasing complexity; the first layer has 128 neurons
utilizing the rectified linear unit (ReLU) activation function. After each dense layer, dropout regularization is applied
with a reduced rate of 0.3, strategically implemented to mitigate overfitting during training. Subsequent layers follow
a tiered structure with decreasing neuron counts (64, 32, 16, 8), each incorporating ReLU activation, and dropout
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layers with the same rate. This hierarchical design aims to capture nuanced patterns within the EEG data. The final
layer has a sigmoid activation function, resulting in a classification output. The model, with a total of 33,930
parameters, seeks to balance complexity and generalization, enhancing its ability to discern intricate temporal patterns
in the EEG signals and improving overall classification accuracy. The architecture adheres to conventional
feedforward neural networks, devoid of the recurrent connections typical of recurrent neural networks (RNNs).
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(N=128, 0=0.3) ( Fully Connected Layer >
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Figure 4 Model summary of modified-RNN

Gated Recurrent Unit based Recurrent Neural Network Model (GRU)

The third proposed model architecture is an advanced version of RNN based on gated recurrent unit based RNN. The
proposed model architecture is shown in Figure 5.

The model uses the gated recurrent unit GRU. The use of gated recurrent unit techniques is designed to address
challenges associated with simple recurrent neural networks (RNNs). Gated Recurrent Units (GRUs), a variant of
RNNs known for their ability to capture long-term dependencies while mitigating some of the vanishing gradient
problems, The model starts with a GRU layer of 32 units, configured to return sequences, followed by dropout
regularization and max-pooling to enhance generalization. Subsequent layers involve cascading GRUs with
decreasing units, each accompanied by dropout and max-pooling, allowing the model to capture hierarchical features
in the EEG time series data. The final layers are densely connected with ReLU activation and dropout, culminating in
a classification output layer with a sigmoid activation function. The architecture, with a total of 6,644 parameters,
reflects a thoughtful design aimed at leveraging the strengths of GRU for the detection of epileptic seizures while
offering increased interpretability compared to traditional RNNs.

Bidirectional Gated Recurrent Unit based Recurrent Neural Network Model (Bidirectional-GRU)

The Model 4 represents a robust architecture designed to overcome challenges encountered in sequence data
modeling, particularly in the context of EEG time series signals. The proposed model architecture is shown in Figure
6.

The Bidirectional Gated Recurrent Units (Bi-GRUs) model effectively captures both forward and backward temporal
dependencies, addressing the limitations of traditional unidirectional recurrent networks. The model begins with a
bidirectional GRU layer with 256 units, configured to return sequences. Subsequent layers involve cascading
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bidirectional GRUs with decreasing units, each incorporating dropout and max-pooling to enhance generalization and
prevent overfitting. The final layers consist of densely connected units with ReLU activation, providing the model
with the capacity to learn intricate temporal patterns. The architecture culminates in a classification output layer with
a sigmoid activation function. With a total of 1,159,754 parameters, this comprehensive design aims to eliminate
challenges associated with modeling temporal dependencies in EEG signals, showcasing a sophisticated solution for
accurate binary classification of epilepsy and non-epilepsy cases.
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Figure 5 Model Summary of GRU based RNN
RESULT AND DISCUSSION

This section delves into the result of the various model architecture proposed for the research. We have used standard
evaluation metrices for evaluating our model.

Performance of Recurrent Neural Network Model (RNN)

The results of Model 1 performance showcase its effectiveness in detecting epileptic seizure cases across different
data clusters. Notably, in the 1-2345 cluster, the model achieved high accuracy on both the training (96.78%) and test
(96.70%) datasets, demonstrating robust generalization capabilities. Precision and F1-score metrics further reinforce
its reliability, with values of 98.84% and 97.92% on the training set and 97.24% and 97.02% on the test set,
respectively. This suggests that Model 1 is adept at minimizing false positives and false negatives, crucial for
accurate seizure detection. In the 1-5 cluster, the model exhibited exceptional accuracy of 99.86% on the training set
and 99.35% on the test set, coupled with perfect precision and sensitivity values. This outstanding performance
extends to other clusters as well, with consistently high metrics observed in 1-4, 1-45, and 1-2 clusters. However,
when faced with the 1-3 cluster, the model encountered challenges, resulting in lower accuracy and sensitivity values
of 99.13% and 97.72% on the training set and 98.71% and 97.20% on the test set, respectively. This highlights a
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potential limitation in the model's performance when dealing with three distinct classes, suggesting the need for
further refinement or exploration of alternative approaches in such scenarios. In spite of this, the overall outcomes
highlight the model's ability to reliably differentiate between different epileptic instances, highlighting its potential as
a useful instrument for precise and automated seizure identification in a range of clinical circumstances.

Proposed Model - Bidirectional-GRU Components-
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Figure 6 Model Summary of Bidirectional-GRU based RNN
Performance of Modified Recurrent Neural Network Model

Model 2 exhibits exceptional performance across various data clusters, demonstrating its robustness in epileptic
seizure detection. In the 1-2345 cluster, the model achieved impressive accuracy of 98.67% on the training set and
96.96% on the test set, coupled with high precision, F1-score, and sensitivity values. This indicates its proficiency in
minimizing both false positives and false negatives, crucial for reliable seizure detection. Similarly, in the 1-5 cluster,
Model 2 excelled with remarkable accuracy scores of 99.92% on the training set and 99.78% on the test set, along
with near-perfect precision, F1-score, and sensitivity metrics. The model maintained its exceptional performance in
other clusters, showcasing consistently high accuracy, precision, Fl-score, and sensitivity values. However, it's
noteworthy that in the 1-3 cluster, the model faced challenges, resulting in lower accuracy and sensitivity values,
suggesting potential limitations in handling three distinct classes. Despite this, Model 2's overall performance
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underscores its efficacy in distinguishing various epileptic cases, positioning it as a reliable tool for accurate and
automated seizure detection in diverse clinical scenarios.

Table 3 Result of Model 2 on various evaluation metrices

Data Cluster Accuracy Precision F1-Score Sensitivity
Train | Test | Train | Test | Train | Test | Train | Test
1-2345 98.67 | 96.96 | 98.91 | 98.74 | 98.64 | 98.12 | 98.38 | 97.51
1-5 99.92 | 99.78 | 99.94 | 99.78 | 99.89 | 99.78 | 99.84 | 99.78
1-4 99.78 | 99.02 | 99.89 | 99.56 | 99.75 | 99.13 | 99.62 | 98.69
1-45 99.90 | 99.42 | 99.92 | 99.46 | 99.90 | 99.56 | 99.89 | 99.67
1-3 99.43 | 96.96 | 99.42 | 95.96 | 99.48 | 97.00 | 99.73 | 98.04
1-2 96.85 | 94.13 | 95.32 | 92.66 | 96.95 | 94.34 | 98.64 | 96.09
1-23 97.91 | 96.16 | 97.00 | 96.96 | 97.95 | 97.07 | 98.94 | 97.17
123-45 95.49 | 93.48 | 94.67 | 90.79 | 95.55 | 92.01 | 94.45 | 93.26
1-2-4 96.11 | 91.23 | 96.26 | 91.89 | 91.10 | 91.28 | 96.07 | 91.16
1-3-5 94.93 | 88.91 | 94.95 | 89.29 | 94.90 | 89.13 | 94.89 | 89.06
1-2-5 94.75 | 89.13 | 94.45 | 89.30 | 94.44 | 89.20 | 94.44 | 89.13

Performance of Gated Recurrent Unit based Recurrent Neural Network Model

Model 3 presents a varied performance across different data clusters, showcasing strengths in certain classifications
while encountering challenges in others. In the 1-2345 cluster, the model achieved notable accuracy of 97.03% on the
training set and 98.83% on the test set, with high precision and F1-score values. This highlights its proficiency in
accurately identifying epileptic seizure cases in this particular cluster. Similarly, in the 1-5 and 1-4 clusters, the model
demonstrated robust performance with accuracy scores exceeding 98%, along with perfect precision, F1-score, and
sensitivity metrics, underlining its effectiveness in binary classifications.

However, in clusters involving three classes (1-3, 1-2, 1-23), the model encountered challenges, resulting in lower
accuracy and sensitivity values. This indicates potential limitations in handling more complex classification
scenarios, emphasizing the need for further refinement or exploration of alternative approaches in these cases.
Notably, in clusters 1-2-4, 1-3-5, and 1-2-5, the model struggled significantly, yielding low accuracy, precision, and
Fl-score values, highlighting potential difficulties in accurately classifying instances when multiple classes are
involved.

While Model 3 excels in certain binary classifications, its performance underscores the importance of considering the
complexity of the classification task, especially when dealing with multiple classes. Further optimization and
exploration of alternative model architectures may be necessary to enhance its efficacy in more intricate scenarios.

Table 4 Result of Model 3 on various evaluation metrices

Data Cluster Accuracy Precision F1-Score Sensitivity

Train | Test | Train | Test | Train | Test | Train Test

1-2345 97.03 | 98.83 | 94.93 | 99.24 | 97.10 | 99.27 | 99.37 | 99.30
1-5 98.07 | 97.50 | 96.28 | 95.24 | 98.11 | 97.56 | 100.00 | 100.00
1-4 98.59 | 98.48 | 97.25 | 97.05 | 98.61 | 98.50 | 100.00 | 100.00
1-45 98.80 | 99.35 | 97.79 |1 99.24 | 98.82 | 99.51 | 99.86 | 99.78
1-3 97.36 | 97.28 | 95.51 | 9522 | 97.42 | 97.34 | 99.40 | 99.56
1-2 96.47 | 96.41 | 93.63 | 94.22 | 96.61 | 96.61 | 99.78 | 99.13
1-23 96.43 | 97.97 | 94.32 | 98.58 | 96.52 | 98.48 | 98.83 | 98.37
123-45 94.47 | 93.87 | 91.56 | 88.23 | 98.10 | 92.78 | 94.72 | 97.83
1-2-4 66.96 | 6594 | 11.11 | 11.11 | 16.67 | 16.67 | 33.33 | 33.33
1-3-5 65.36 | 65.00 | 11.11 | 11.11 | 16.67 | 16.67 | 33.33 | 33.33
1-2-5 6442 | 6391 | 11.11 | 11.11 | 16.67 | 16.67 | 33.33 | 33.33
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Performance of Bidirectional Gated Recurrent Unit based Recurrent Neural Network Model

Model 4 emerges as an exemplary performer across diverse data clusters, consistently achieving perfect or near-
perfect scores in key metrics, showcasing its robustness and effectiveness in epileptic seizure detection. In the 1-2345
cluster, the model demonstrates flawless accuracy of 100.00% on both the training and test sets, along with perfect
precision, Fl-score, and sensitivity values. This remarkable performance extends across various other clusters,
including 1-5, 1-4, 1-45, 1-3, and 1-2, where the model consistently achieves accuracy scores exceeding 99%, and
often perfect scores, on both training and test sets.

Even in clusters involving more complex classifications, such as 1-23, 123-45, 1-2-4, 1-3-5, and 1-2-5, Model 4
maintains exceptional performance with accuracy scores ranging from 99.55% to 100.00% on the training set and
94.85% to 99.78% on the test set. These results highlight the model's versatility and reliability in handling scenarios
with multiple classes.

Model 4's outstanding performance positions it as a superior choice for epileptic seizure detection, demonstrating its
potential as a highly accurate and robust tool for automated diagnosis. The consistently high accuracy, precision, F1-
score, and sensitivity values across various data clusters underscore the model's efficacy and underscore its potential
clinical significance in enhancing diagnostic capabilities and improving patient outcomes in epilepsy management.

Table 5 Result of Model 5 on various evaluation metrices

Data Cluster Accuracy Precision F1-Score Sensitivity

Train | Test | Train | Test | Train | Test | Train | Test

1-2345 100.00 | 99.26 | 100.00 | 99.73 | 100.0 | 99.54 | 100.00 | 99.35
1-5 99.92 1 99.57 | 99.84 | 99.35 | 99.92 | 99.56 | 100.00 | 99.78
1-4 100.00 | 99.67 | 100.00 | 99.57 | 100.0 | 99.67 | 100.00 | 99.78
1-45 100.0 ] 99.64 | 100.0 | 99.67 | 100.0 | 99.73 | 100.0 | 99.78
1-3 100.00 | 99.24 | 100.00 | 99.56 | 100.0 | 99.24 | 100.00 | 98.91
1-2 99.97 199.46 | 99.94 | 99.35 | 99.97 | 99.46 | 100.00 | 99.56
1-23 100.00 | 99.13 | 100.00 | 99.78 | 100.0 | 99.34 | 100.00 | 98.91
123-45 99.73 1 96.39 | 99.98 | 94.85 | 99.74 | 95.52 | 99.49 | 96.19
1-2-4 99.82 |1 97.39 | 99.84 | 97.41 | 99.84 | 97.39 | 99.84 | 97.39
1-3-5 99.55 ] 96.01 | 99.55 | 96.02 | 99.55 | 96.01 | 99.55 | 96.01
1-2-5 99.86 | 95.94 | 99.85 | 9598 | 99.85 | 95.95 | 99.85 | 95.94

Comparative Analysis with Existing Research

Table 6 presents a comparative analysis of findings from prior research endeavours, specifically focusing on studies
that have utilized the same dataset. The comparison distinctly highlights that our proposed methodology surpasses the
established results from previous studies.

In the research, each model underwent 45 epochs of training, with each epoch lasting around 10 seconds. Thus, the
total training time for a single model was approximately 7 to 8 minutes. The computational setup utilized an 11th Gen
Intel(R) Core(TM) i5-1135G7 processor with a base frequency of 2.40GHz and a turbo boost frequency of 2.42 GHz,
alongside 16.0 GB of RAM. This efficient training protocol, balanced with computational resources, enhances the
model's suitability for integration into portable and wearable devices, broadening its practical applications.

The research progression from Model 1 to Model 4 reflects a deliberate and systematic approach to enhancing the
performance of epileptic seizure detection using EEG signals. Beginning with the foundational RNN architecture in
Model 1, which established a baseline with dense layers and dropout mechanisms, the study gradually incorporated
more sophisticated techniques in subsequent models. Model 2 introduced a more complex network with additional
dense layers, capturing finer details in the EEG data. The transition to Model 3 marked a significant advancement
with the integration of GRU layers, addressing the limitations of traditional RNNs by effectively capturing long-term
dependencies. Finally, the introduction of bidirectional GRU layers in Model 4 culminated in the most robust
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architecture, capable of analysing temporal data from both forward and backward perspectives. Each model iteration
was designed to incrementally improve the system's ability to generalize and accurately classify epileptic seizures,
with Model 4 emerging as the most effective solution, demonstrating superior accuracy and reliability in the detection
process. This evolution underscores the importance of incremental architectural modifications in achieving optimal
performance in complex neural network applications.

Table 6 Comparative analysis with previous existing researches

Reference | Classification Task | Methodology Accuracy
28 5-1 Hermite transform and LS-SVM 99.50
Proposed Bidirectional-GRU Network 99.57
29 4-1 weighted horizontal visibility graph and KNN 97

30 CNN+LR 98.83
Proposed Bidirectional-GRU Network 99.67
31 45-1 Weighted complex networks and SVM 96.4s0
32 Matrix determinant and MLP 97.10
28 Hermite transform and LS-SVM 98.67
33 TQWT, entropy features, Hjorth parameter and HMM | 99.58
Proposed Bidirectional-GRU Network 99.64
34 3-1 MT rational DSTFT and MLP 98.50
28 Hermite transform and LS-SVM 98.50
35 CEEMDAN and Adaboost 99.00
30 CNN+LR 99.17
Proposed Bidirectional-GRU Network 99.24
34 2-1 MT rational DSTFT and MLP 94.90
28 Hermite transform and LS-SVM 97.50
36 DWT based WL, ZC, SSC and NB&SVM 97.75
30 CNN+LR 98.00
Proposed Bidirectional-GRU Network 99.46
31 32-1 Weighted complex networks and SVM 94.50
28 Hermite transform and LS-SVM 98.00
37 GModPCA and SVM 95.80
33 TQWT, entropy features, Hjorth parameter and HMM | 97.50
30 CNN+LR 98.88
Proposed Bidirectional-GRU Network 99.13
34 1-2345 MT rational DSTFT and MLP 98.10
28 Hermite transform and LS-SVM 97.60
33 TQWT, entropy features, Hjorth parameter and HMM | 97

36 DWT based WL, ZC, SSC and NB&SVM 97.90
38 SEA based DNN 97.17
30 CNN+LR 98.47
Proposed Bidirectional-GRU Network 99.26

WEB-BASED APPLICATION

The app utilizes Model 4, a bidirectional GRU-based RNN, to empower the users to make informed decisions about
their health by predicting the likelihood of epilepsy based on EEG data. It seamlessly analyses EEG data in the same
format as that of the Bonn Dataset and makes predictions for each individual in the CSV file, featuring 178 features,
tailored to the patient's specific condition: "low probability of epilepsy" for less imminent concern and "high
probability of epilepsy detected. Please seek medical attention." for urgent action. The working of the web application
of depicted in Figure 7.

The application then informs the patient’s caretakers immediately in case action needs to be taken. This would prove
to be helpful, especially in the case of elderly patients or children suffering from epilepsy. The predictions can be
explored through informative bar charts and pie charts to grasp the overall distribution of patients with and without
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epilepsy. The patient can also opt to donate their EEG data, securely stored without patient information, to advance
research and improve future predictions, fostering collective progress. The user interface of the application is shown
in Figure 8.

SELECT PATIENT
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Figure 7 Working of the web application
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Figure 8 User Interface of developed web application
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CONCLUSION

The presented study examined and assessed four different proposed model architectures that are used in EEG data
processing in an effort to identify epileptic seizures early and reliably. The models, namely Recurrent Neural
Network (RNN), Modified Recurrent Neural Network (Modified-RNN), Gated Recurrent Unit based RNN (GRU),
and Bidirectional GRU-based RNN (Bi-GRU), were systematically assessed across various data clusters derived from
the Bonn University dataset. The results unequivocally establish Model 4 as the superior architecture, showcasing
exceptional performance with flawless or near-flawless accuracy, precision, F1-score, and sensitivity across diverse
scenarios, including both binary and three-class classifications. This promising outcome underscores the potential of
advanced neural network architectures, particularly bidirectional GRU-based models, to revolutionize the landscape
of epileptic seizure detection. The findings of this research contribute valuable insights to the field, emphasizing the
significance of model selection and architecture in achieving accurate diagnostic outcomes. As the most effective
model identified, Model 4 holds promise for advancing automated diagnosis systems, reducing clinical burden, and
improving patient outcomes in epilepsy management. The model is then used to deploy a web-based application for
the prediction of epileptic seizure activity in a patient’s brain and to take appropriate actions if epilepsy is detected.
Further research could explore optimization strategies and additional dataset considerations to enhance the
generalizability and applicability of these models in real-world clinical settings.
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Abstract: Conventional treatment methods for malignancy often face efficacy challenges specifically for advanced stage cancers
or after prolonged treatment exposures. Magnetic Fluid Hyperthermia (MFH) treatment is found to offer promising outcomes in
unison with the existing treatment methods like chemotherapy, surgery, radiotherapy, immunotherapy, etc. Rapid advancement in
nano-science has led to the synthesis of super-paramagnetic nanoparticles (SPNs) which has gained confidence in MFH as a
promising novel treatment therapy. The present numerical study explores the thermal transport phenomena due to infused surface
modified super-paramagnetic iron oxide nanoparticles (SPIONs) of volume concentration 0.003, infused into a spherical tissue-
tumour geometry of breast tissue and exposing to an alternative magnetic field of tolerable ranges with field strength (H0) of 5518
A/m and frequency (f) of 300 kHz which is within the Atkinson—Brezovich limit. The results presented includes the trajectory of
spatial temperature distribution across the geometry, temperature contour representing temperature rise at the centre of the
tumour and tissue tumour periphery when the treatment is carried out for 500 sec. Considerable damage at the tumour region with
negligible baneful effect to the adjoining healthy tissue can be concluded. However further regulation of temperature to restrict
the rise to hyperthermic levels of around 42-45°C may be a future scope from this study.

Keywords: Magnetic Fluid Hyperthermia; Super Paramagnetic Iron Oxide Nano Particles; Alternating Magnetic Field; Cancer,
Breast; Lobular-Carcinoma

INTRODUCTION

The concepts of magnetic fluid hyperthermia (MFH) were first proposed 1957 by Gilchrist et al [1] yet certain
limitations have restricted the technique to be successfully translated into routine clinical application. The only
clinical trial that received approval from the European Regulatory authority was carried out by the Magforce AG
Company under its Nano-therm therapy program in 2013 for last stage glioblastoma which was later also approved by
the FDA for intermediate-risk prostate cancer [2]. However, these trials were carried out for a small sample space for
very specific type of tumours and were mostly inclusive.

However, in these 66 years considerable advancement in nanotechnology has led to the development of a number of
SPMNPs which showed promising results when tested in in-vitro and in-vivo setups. However owning to the high
cost, strict guidelines and approval procedures of regulatory bodies, conversion to clinical study is still far fetching.
With the development of sophisticated Finite Element Analysis softwares, numerical simulations of developed
mathematical models of biological tissues assisted in understanding the outcomes of the treatment procedure and
regain confidence of the treatment. The challenging parts of MFH include determining the optimum safe magnetic
field strength, frequency and exposure time for the targeted region; achieving sufficient concentrations of magnetic
nanoparticles (MNPs) within the target tumour, developing a better understanding of the mechanism of MNP-
mediated energy deposition and its effects on tissues in order to maximise the effectiveness of MFH with minimal
harmful effects on healthy tissue and treatment temperature regulation. Magnetic fluid hyperthermia is a coupled
multiphysics problem which is addressed by solving two partially independent equations for electromagnetic heat
generation and biological heat transfer [3]. In the present study both of these solutions are carried out computationally
using finite element analysis method-based solver. The exposed alternating magnetic field strength is assumed to be
5518 kA/m with a frequency of 300 kHz both of which are within the safe exposure limit. The treatment is carried out
for a span of 500 seconds. The spatial distribution of temperature across the region of interest, the rate of temperature
rise at the centre, tumour periphery and tissue periphery is also observed in this study by means of temperature
contours. Assuming hyperthermic threshold to be around 45°C, the results obtained from the study will help in

150 Biomedical Science & Technology: Interdisciplinary Biomedical Research



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

assessing the damage caused to the tumour and healthy tissue and also comment what extent of thermal regulation is
required for the treatment.

PROBLEM DESCRIPTIONS AND MODELLING

An axis-symmetric model is constructed with two concentric semi circles of radius 5 mm for the tumour and 10 mm
for the surrounding health tissues. As major portion of the breast physiology consists of fat, the healthy tissue region
is assumed to be breast fat and the lobular tumour is modelled as a breast muscle tumour [8]. The heat generation due
to magnetic relaxation losses of bio compatible surface modified SPIONs is evaluated using the Rosensweig’s
Equation (4) as stated below Equation (1)

2nfr

P = R';.’“lf:_f‘}'“ ———— (1)
1+ (27 f7)

Also 1y, is the actual susceptibility of the SPIONs (at equilibrium) is a function of the Langevin parameter ({) and
initial magnetic susceptibility (y;) both of which depends on the nanofluid’s magneto-physical properties.

V= %(cork ¢ -

I
=X (2)
5 e
L= #n"w,x”nyu_. 3)
A/ §
MMV,
Z,:‘UI sM ¥y (4)
3k, T

Also the magnetic saturation, Mg, is correlated with the domain magnetization, My, of the MNPs by the relation Mg =
oMy, where ¢, is the magnetic volume fraction of MNPs in the suspended fluid, correlated with the volume fraction,

¢, 5
¢, by the relation ; =+ R_} , where 8(m) is the thickness of the surfactant layer over the MNPs. Also, in

M

Equation (1), the effective relaxation time, t, can be expressed in terms of Neel (ty) and Brownian (tg) relaxation

times as
TnT
r=—2=028 (5)
rll\‘f + rB

KV InV, 3
where T, =7, EXP[ A—]:]’ and T = ﬁ . K (J/m7) is the effective anisotropy constant of the MNPs, 1, (secs) is

] B

the attempt time, which is a typical material characteristic and usually ranges between 10~ to 10~ seconds.

For the present study the dosage of nanoparticles is considered to be 10mg/gm of tumour which is a standard dosage
reported in clinical trials [3]. The different magneto-physical parameters of SPIONs used in the numerical
computation are listed in Table 1 [5].

The heat transfer mechanism inside the tissue-tumour model is numerically computed using the Pennes bioheat
transfer model [6] for MFH is expressed in the form of Pennes Bioheat equation as :

8T
pc,—=V(kNT)+ pac,(T-T)+0 +P (6)
ot '

where, P (W/m3) is the heat added to the tissue system from an external source which in case of MFH is due to
infused SPM-nanofluid that can be evaluated using Equation (1). In the present study the tissue-tumour region is
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assumed to be homogeneous and the thermo-physical properties of the tissue enriched tumour region are
approximated using the following expressions
Specific Heat Capacity:  (1—¢)e, +dc,

1 1-9 ¢

Thermal conductivity: —— =+
k k, k,

Density: (1-¢)p, +dp,

Table 1 Magneto-physical parameters of super paramagnetic Iron oxide nano particle

Parameters Description Unit Magnitude
Hy Permeability of free space. [Tm/A] 4710
H, Magnetic field strength [A/m] 5518
i Frequency of AMF [kHz] 300
M, Domain Magnetization [kA/m] 446
Vi Volume of SPMNP [m?] 3.5914x107
Ry Radius of SPMNP [m] 9.5%10"
ky Boltzman Constant [J/K] [.381x107™
9, SPMNP volume fraction [1] 0.003

n Dynamic viscosity of fluid [kg/m/s] %107

v, H}*drod)-’!;zll:mij \r,:o]ume of - 508055102

o Thickness of surfactant layer [m] 4x10"

%o Attempt time [s] 107
Effective magnetic anisotrophy i

K constant [J/m*] 1x10

The thermo-physical properties of tissue, tumour, ferrofluid, composite region and blood used in this computational
study is provided in Table 2 [3,5,7]

Table 2 Thermophysical properties of tissue, tumour, ferrofluid, composite region and blood used in computation

Tissue Specific Heat Thermal conductivity | Density Blo&;i?_‘?rmi?:lﬁ;)rate
Sy i 7 3 i
capacity (J/kg/K) (W/m/K) (kg/m~) Tissue e
Breast tumour 3421 0.49 1090
2 9
Breast tissue (fat) 2348 0.21 911 13:37 29174
Ferro-fluid 4000 40 5180 - -
Cotposite 34227 0.49146 11023 |  Same as tumour
Region
Blood 4180 0.51 1050 « -

The final temperature profile is evaluated computationally by conducting a time dependent study for time ranging
from 0 to 500 seconds with time step of 0.001 seconds using COMSOL Multiphysics 6.0 which is a finite element-
based solver. In respect of initial and boundary conditions, isothermal boundary is assumed and the tissue periphery
temperature is kept constant at 37°C. The initial temperature of tissue and tumour is set at 37°C and that of blood is
also considered to be 37°C. Heat generation is assumed to be only due to magnetic relaxation of nanoparticles in this
study. The present study is carried out with 2912 triangular elements for the geometry and the mesh size has been
finalised after conducting mesh independence study. Finally, the present mathematical model has been validated
extensively to ensure the efficacy of the present model. The validation results are not presented here for the brevity.

RESULTS AND DISCUSSIONS

The temperature distribution in the tumour and surrounding healthy region is important to assess the effectiveness of
the therapy. In Figure 1(a) the trajectory of the rise of temperature with respect to treatment time shows that a
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hyperthermic temperature of 45°C is reached at the centre of the tumour after 80 seconds. The spatial distribution of
temperature in Figure 1(b), shows a maximum temperature of 52.86°C at the centre of the tumour, which gradually
decreases towards the tissue periphery, ensuring minimal damage to the healthy tissue. Figure 2. Illustrates the
temperature contours showing temperature distribution after 500 s for 2D-axis symmetric geometry and 3D-geometry
of tissue-tumour model. There is no much difference between the two results. However, 3D-geometry of tissue-
tumour model analysis is very important when the particle distribution are not homogeneous in the tissue.

L 60
- centre of tumour Temperature at =500 s
574 tumour edge 57
-« -« healthy tissue edge
544 54 4

454

Breast tissue

T'emperature (degC)
4
Temperature (degC)
F
-

T rerrrvfrerm - LA | | DESIED DL O R e T T

T T
(1] 50 100 150 200 250 300 50 400 450 300 LU} I 2 3 4 5 [ T 8 9 It
Time (seconds) Distance from centre (mm)

(a) (b)

Figure 1 (a) Temperature versus time trajectory at different locations, (b) spatial distribution of temperature across
the geometry
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Figure 2 Temperature contours showing temperature distribution after 500 s for (a) 2D-axis symmetric geometry,
(b) 3D-geometry of tissue-tumour model

The finding of the study includes

e Higher thermal diffusivity of the tumour region resulted in greater temperature rise (53°C) compared to the
healthy tissue region (46°C).

e The spatial temperature distribution of temperature is also observed to experience a sudden dip after the tumour
periphery.

e  The maximum temperature rise is beyond the hyperthermic levels concluding the need of thermoregulations, The
hyperthermic threshold is reached after 80 seconds.
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CONCLUSION

The results of the study depict that using the SPIONs and AMF, maximum temperature achieved is 52.86°C, which is
more than the target temperature 45°C. Also, the temperature profile of at the tissue-tumour edge is also required to
be further scaled not in order to decrease the damage to the adjoining healthy tissue. Therefore, although considerable
heating is achieved, thermoregulation is required to make the treatment process bearable for the patient. In one of the
ways, this can be achieved is using SPION composites with Curie Temperature close to the hyperthermic range or
conduct the treatment in step size of 80 s which can be a further extension of this study in future.
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Abstract: The performance of pristine and platinum (Pt) decorated ZnO nanosheets in detecting cytosine (C) nucleobase was
compared in the current study, using a first principle computational study with Gaussian 09W and Gauss View 6.0 package.
Cytosine, a pyrimidine nitrogenous base, was selected as the adsorbed biomolecule for both nanosheets. Two systems were
involved: cytosine-adsorbed pristine ZnO nanosheet (case-A) and cytosine-adsorbed Pt-doped ZnO nanosheet (case-B). The
interaction between the sensed molecule and the sensing material was analyzed using various electronic parameters such as
molecular electrostatic potential, the total density of states, the lowest unoccupied molecular orbital (LUMO), the highest
occupied molecular orbital (HOMO), and Mulliken charge analysis. It was inferred that the Pt-doped ZnO nanosheet was a better
sensing material, exhibiting strong adsorption energy (-1.421 eV) and a decreased binding distance (2.215 A) compared to the
pristine ZnO nanosheet, which had an adsorption energy of -0.377 eV and a binding distance of 2.707 A. The importance of
accurate detection and sensing of cytosine in our body was elucidated, helping in coding for proteins and regulating gene
expression.

Keywords: Cytosine; Pt-ZnO Nanosheet; Density of State (DOS),; Mulliken Charge; Molecular Electrostatic Potential (MEP)
INTRODUCTION

Cytosine is a pyrimidine nitrogenous base encountered in DNA and RNA. It is paired with guanine through three
hydrogen bonds, and a significant role is played in retaining the configuration of DNA and RNA and assuring the
proper transmission of genetic information. Mutations can be induced by the improper pairing of cytosine in the
body, potentially resulting in congenital disorders, cancer, or damaged cellular functions, hence becoming the
epitome of research in recent times [1]. ZnO nanosheets are known to be semiconductors with a wide bandgap of
about 3.37 eV. Hexagonal wurtzite structures are possessed by them, and they are used for UV photodetectors,
sensors, and photo catalysis due to their strong excitonic emissions at room temperature. A high surface area, efficient
biocompatibility, good conductivity, and enhanced photocatalytic activity are exhibited, making them ideal for use as
biosensor materials [2].

The molecular structures of the nitrogenous bases (adenine, guanine, thymine, and cytosine) were examined using
density functional theory (DFT) by Maity et al. to determine the stability and provide a detailed electronic perspective
on the properties of four nitrogenous bases [3]. The electronic and the adsorption properties of the boron-carbon-
nitride (BCN) nanosheet was investigated by Mir et.al. by analyzing the interaction of nitrogenous bases present in
DNA or RNA for potential biological applications using density functional theory (DFT) demonstrating sheet’s
stability as a promising biocompatible sensing material [4]. The underlying importance behind incorporating ZnO
based nanostructures as promising biosensors was critically analyzed by Tayebee et.al. with the help of computational
study on the interaction of aliphatic aldehydes with ZnO based nanostructures [5]. The use of graphene and hexagonal
boron nitride (hBN)-based nanostructures was thoroughly explored by Rani et. al. for the detection of all the
nitrogenous bases present in DNA or RNA through demonstration of nanosensor’s high sensitivity and selectivity
towards biomolecules [6]. A density functional theory (DFT) based computational method was incorporated by Murti
et. al. via molecular dynamics (MD) simulations to elucidate the electrochemical and vibrational properties of a
nanostructured system composed of single strand DNA (ssDNA), dopamine and TiO, on an FTO substrate helping to
detect damage of DNA [7].
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In this research, extensive analysis had been performed to examine the performance of pristine ZnO nanosheet and
Pt-doped ZnO nanosheet as a biosensing material in proper detection of cytosine biomolecule. The structure of
cytosine and the nanosheets were geometrically optimized and the electronic characteristics such as density of state
(DOS), molecular electrostatic potential (MEP), molecular orbital analysis, and Mulliken charge analysis were
critically elucidated via first principle computational study. This research could be the considered as a novel electro-
chemical technique in paving the way for ZnO nanostructure for becoming an effective biosensor.

COMPUTATIONAL DETAILS

All the first-principle computations were executed using the Gaussian 09W and Gauss View 6.0 software. A semi-
empirical method with a ZDO basis set was utilized to optimize the structures. Due to the presence of an even number
of electrons in cytosine-adsorbed pristine and Pt-doped ZnO nanosheet systems, spin-restricted PM6 functional was
employed for geometrical optimization and electronic structure approximation [3]. Additionally, GaussSum3.0 was
used to plot the DOS spectrum.

The adsorption energy (Eadsorption) of both case-A and case-B was calculated by the following equation,

Eadsorption = Esystem - Ecytosine - Enanosheet (1)

where Eggem Was the total electronic energy of both systems after adsorption and Epunosncer Was the individual
electronic energy of nanosheets without adsorption [8]. Lastly, Ecysine Was the electronic energy of cytosine.

RESULT AND DISCUSSION
Adsorption Energy and Binding Distance

The enhanced ability to detect cytosine was critically elucidated in case-A, resulting in robust adsorption energy of -
1.421 eV and a reduced binding distance of 2.215 A as compared to that of case-B with adsorption energy of -0.377
eV and a binding distance of 2.707 A in Figure 1(a) and Figure 1(d). The electronic characteristics of the pristine
ZnO nanosheet were modified upon introducing a Pt atom over its surface, leading to enriched electron density
towards platinum due to its lower electropositivity compared to zinc [9]. A more assertive charge transfer between the
oxygen atom of the cytosine molecule and the platinum atom of the Pt-doped ZnO surface was facilitated as a result
of the surface mutation introduced by the platinum doping. New reactive sites were developed due to the catalytic
property of platinum, leading to increased surface reactions for better adsorption of cytosine on the Pt-doped ZnO
surface.

Interpretation of the Density of State (DOS)

The adsorption of cytosine was critically analyzed by examining the total density of states, which altered the
electronic structure of both the nanosheets and enhanced the sensitivity of the nanosheet in detecting cytosine
molecules [8]. The graph of the total density of states was plotted for both cases keeping the energy range from -15
eV to +15 eV, as mentioned in Figure 1(b) and Figure 1(e). It was demonstrated that there was a significant gap
between HOMO and LUMO.

Molecular Electrostatic Potential (MEP) Map

The 3-dimensional MEP mapping of the cytosine adsorbed nanosheet in both cases was plotted with the SCF density
matrix in the range of -4.741e0 eV (dark red colour) to -2.141e0 eV (dark blue colour) where the colour legend was
arranged in an order of blue > green > yellow > orange > red. For both cases, the potential was observed to be more
negative at the binding zone of cytosine and subsided towards the hydrogen-passivated perimeter as shown in Figure
1(c) and Figure 1(f).
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Figure 1(a), (d) Optimized structure of pristine (case-A) and Pt-doped (case-B) ZnO nanosheet after adsorption of
cytosine; (b), (e) Total DOS graph for case-A and case-B; (c), (f) MEP mapping for different two cases

Analysis of Molecular Orbitals (MOs)

The lowest unoccupied molecular orbital (LUMO) and the highest occupied molecular orbital (HOMO) of cytosine
adsorbed pristine and Pt-doped ZnO nanosheet were generated. For both cases, the HOMO was present at a side of
nanosheets, while the LUMO was spread all over the sheet. However, in the case of the Pt-doped ZnO nanosheet
(case-B), there was no LUMO in cytosine, unlike in the pristine nanosheet (case-A) as framed in Figure 2. The
electronic energy difference between HOMO and LUMO in case-A and case-B was 1.7837 eV and 4.5525 eV
respectively. The larger energy gap in case-B was an evidence of reduction of background conductivity, resulting in
better chemical stability of Pt-decorated towards cytosine [8].

Molecular Orbitals (isovalue= 0.02)
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Figure 2 Molecular orbital analysis of cytosine adsorbed pristine and Pt-decorated ZnO nanosheet
Analysis of Mulliken Charge

Mulliken charge analysis was utilized to monitor the transfer of electron density, with a negative sign indicating
acceptance and a positive sign pointing to the donation of density [9]. In Table 1, the Mulliken charge population was
noted for each atom of case-A and case-B. It was observed that the charge was accepted by three N atoms, one O
atom, and a C atom of cytosine for both cases. Additionally, in case-B, the highest amount of charge was transferred
from the Pt atom of the sensing material (nanosheet) to the nearest electronegative O atom which was clear evidence
of better adsorption.
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Table 1 Mulliken charge transfer analysis of cytosine adsorbed pristine and Pt-decorated ZnO nanosheet

Case-A: Cytosine adsorbed pristine ZnO nanosheet Case-B: Cytosine adsorbed Pt-doped ZnO nanosheet

Atom | *Mu.C. | Atom | *Mu.C. | Atom | *Mu.C. | Atom | *Mu.C. | Atom | *Mu.C. | Atom | *Mu.C.

ol -0.5 Zn2§ -0.004 H55 0.338 0l -0.5164 028 -0.431 H55 0.333
02 -0.524 029 -0.413 H56 0.337 02 -(1.5303 029 -0.534 H56 0.332
03 -0.523 030 -0.48 H57 0.329 03 -0.5171 030 -0.412 H57 0.218
04 -0.513 031 -0.456 H58 0.218 04 -0.5206 031 -0.463 HS8 0.226
Zns -0.002 032 -0.496 H59 0.219 Zns 0.0056 032 -0.521 H59 0.21

Zn6 0.4301 033 -0.513 H60 0.227 Zn6 0.4635 033 -0.435 H60 0.178
Zn7 0.4299 034 -0.391 Ho61 0.177 Zn7 0.3794 034 -0.522 Hol 0.325
Zn8 0.4425 035 -0.509 Ho2 0.325 Zn& 0.396 035 -0.492 Ho62 0.177
Zn9 0.0386 036 -0.488 H63 0.177 Zn9 0.0209 036 -0.412 H63 0.204
Znl0 -0.005 037 -0.456 H64 0.214 Znl0 | -0.0225 037 -0.517 Ho4 0.223
Znll 0.4106 038 -0.522 H65 0.217 Znll 0.4056 038 -0.469 H65 0.218
Znl2 0.373 039 -0.435 Ho66 0.218 Znl2 0.3515 039 -0.553 Pt66 1.309
Znl3 0.3863 040 -0.506 N67 -0.54 Znl3 0.3325 040 -0.521 N67 -0.51
Znl4 | 0.4426 041 -0.503 N68 -0.364 Znl4 0.396 041 -0.532 N68 -0.39
Znl5 -0.007 042 -0.492 o9 0.678 Znls | -0.0308 042 -0.53 C69 0.715
Znl6 | 0.3848 043 -0.524 c70 0.185 Znle | 03737 043 -0.522 C70 0.201
Znl7 0.3798 044 -0.522 H71 0.214 Znl7 0.3506 044 -0.47 H71 0.181
Znl8 0.3803 045 -0.429 C72 -0.31 Znl8 0.379 045 -0.462 C72 -0.47
Znl9 | 04316 046 -0.441 H73 0.222 Znl9 | -0.0426 046 -0.43 H73 0.22
Zn20 -0.038 047 -0.437 C74 0.448 Zn20 | 03771 047 -0.517 C74 0.517
/n2l 0.3798 048 -0.501 N75 -0.438 Zn2l 0.3982 H4§ 0.3324 N75 -0.39
Zn22 0.3627 H49 0.3287 H76 0.28 Zn22 0.4102 H49 0.3331 H76 0.28
Zn23 0.3959 H50 0.3375 H77 0.283 Zn23 0.4639 H50 0.3258 H77 0.313
/n24 | 0.4332 H51 0.3377 H78 0.319 Zn24 | -0.0437 H51 0.3369 H78 0.317

Zn25 -0.038 H52 0.343 079 -0.362 Zn25 | -0.0623 H52 0.2242 079 -0.59
n26 -0.018 H53 0.2543 Zn26 | -0.0405 H53 0.337
n27 -0.011 H54 0.3431 Zn27 0.0057 H54 0.3259

*Mu.C.: Mulliken charge
CONCLUSION

The present research incorporated the first principle-based calculation and critically analysed the sensing ability of
pristine ZnO nanosheet and Pt-doped ZnO nanosheet in cytosine detection. It was outlined that the sensitive
behaviour in case-B was much improved compared to case-A, resulting in an increased adsorption energy (almost 3.8
times) and a reduced binding distance (nearly 1.2 times). The interaction between the adsorbed molecule and the
nanosheets was further studied with the help of various electronic parameters such as molecular electrostatic potential
(MEP), density of state (DOS), molecular orbital analysis including HOMO and LUMO, and Mulliken charge
analysis. The HOMO-LUMO bandgap was calculated to be 1.7837 eV for case-A and 4.5525 eV for case-B, catering
to better sensitivity of Pt-doped ZnO nanosheet in detecting cytosine thus paving its way for becoming an effective
biosensor.
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INTRODUCTION

Chilli stalks (calyx) are a known source of lactic acid bacteria, namely Lactobacillus acidophilus and Streptococcus
thermophilus. Recently the potential of chilli stalks as a starter culture for fermented milk products has gained
attention owing to the mass media. However, use of chilli calyx to induce fermentation in milk is not a new practice;
the root of the tradition lies in ancient South Indian and Mexican cuisines. Freeze-dried started cultures are reportedly
expensive and unavailable in most market-places. Store-bought and packaged products often contain additives that
make them unsuitable to be used as a starter culture. Another issue is the decrease in production potential of active
starter cultures over time due to various environmental reasons. Hence, this practice of repurposing food waste
promotes sustainability and accessibility of affordable food products. Although, a few studies have evaluated the
quality of curd produced by chilli calyx, the microbial nature of the starter culture and the chemical aspect of the
production have still been largely unexplored. In one study, capsaicin, the major chemical compound present in chilli,
has been reported to increase the production of lactic acid in lactic acid bacteria. The role of capsaicin in curd
production, however, has not been studied yet. In this study, lactic acid bacteria were isolated from green chilli,
capsicum, and bell peppers and evaluated on their ability as a starter culture. The whole calyx as well as the isolated
bacteria from the said calyx were evaluated based on their potential of fermentation mainly focusing on the
followings: total time required for initiation of curdling, change in pH, titrable acidity (lactic acid), sugar (lactose)
content, and syneresis of end product. The obtained data then were compared with the same from conventional
method.

METHODOLOGY

Pasteurized milk samples were collected from market. For chilli samples, mid-sized green fresh chillies were
collected from market and washed under running water followed by cleaning with an 8% sodium hypochlorite
solution and rinsing with distilled water before storage. Fresh green capsicum and yellow bell pepper samples were
also cleaned and sterilized following the same method and stored. Calyx was detached from the fruit only at the time
of inoculation. All glasswares used for the experiments were sterile to avoid contamination and observation bias.
Milk samples set for fermentation and bacterial plates were all incubated at 37°C for entire length of experiment.

10 ml of milk samples with increasing number of calyx (from 1 to 4) were incubated at 37°C till fermentation occurs.
As control, 200 ul of homemade and store-bought curd were added in two beakers with 10 ml milk samples.
Observations were made every 1 hour.

The fermented product derived from chilli calyx—inoculated samples was plated both in MRS agar and nutrient agar;
observed colonies were isolated and examined for distinguishing characters of lactic acid bacteria with help of gram
staining, catalase testing, and motility test. The samples were also tested for presence of yeast or any other fungal
strains with help of fungal stains. Bacteria that showed characteristics of lactic acid bacteria were then subcultured in
both aerobic and anaerobic conditions (candle-jar method) to confirm anaerobic nature of isolated bacteria.

250 ml of milk samples were inoculated with isolated bacteria that showed characteristic of lactic acid bacteria. 11 ml
of samples were taken out from the curd in 2, 4, 6, 8, and 12 hour intervals. After the pH value of obtained sample
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was taken, 1 ml of the sample was used for lactose estimation by DNS method with help of UV-vis
spectrophotometer, and the rest 10 ml was titrated against 0.1 N NaOH using phenolphthalein indicator. The values
were noted and plotted in a graph. The rest of the sample was kept in a funnel laced with a filter paper with 125 mm
pore size at 3°C for 2 hours to separate the liquid part. Sample was weighed before and after the procedure.

RESULTS

Inoculation of 10 ml milk with one calyx was proven to be more effective, increasing the number of calyx (and in
turn bacterial load) resulted in runnier consistency of sample, although the curdling time of the samples with higher
number of calyx were lesser than that of single calyx. The conventional method resulted in formation of curd within
5-6 hours of inoculation, and calyx inoculation typically took 8-10 hours. After using the isolated lactic acid bacteria
from the fruit samples the fermentation time reduced to 7-8 hours.

Eight bacterial colonies were isolated from MRS and nutrient agar culture, and 3 showed gram positive and catalase
negative result after being subjected to gram staining and catalase testing. The 3 samples were also non-motile in
nature. Under microscope the gram positive catalase negative bbacterial strains showed coccal and bacilli structure.
Morphology structure of the said bacterial strains also showed satisfactory structure and 'glistening' colonies typical
to lactic acid bacteria. Fungal staining of the curd sample showed no presence of fungi in the sample. Selected strains
of possible lactic acid bacteria were isolated and subcultured in broth and agar plates separately for further
experimentation. The selected strains also showed ability to grow in anaerobic condition (following the candle jar
method), further confirming the nature of lactic acid bacteria.

The initial pH of the milk sample was 7.3 and the final fermented product at 12 hour mark had a pH of 5.8. The
change in pH every 2 hours was recorded and plotted in a graph and later compared to that of conventional curd.

Lactose concentration decreased from 1.89% to 1.49% in 12 hours; the observation every 2 hour and plotted
graphically. The lactic acid concentration increased from 0.2% to 0.81% in the span of 12 hours and the graphical
demonstration showed sigmoidal growth.

Synereis showed a 56.47% dry weight after being separated for 2 hours; the value closely resembles good quality
packaged curd (47-48%).

CONCLUSION

The quality of the final product was identical to homemade curd, but lacked the structure of packaged product. The
fermentation time required while using the calyx itself as a starter culture is longer than the time required in
conventional method, and increasing the inoculation does not affect the time of fermentation. Instead, excess
inoculation acts negatively on the texture of the curd. However, isolating the lactic acid producing bacteria can give a
similar fermentation profile to that of conventional method. The final pH, lactic acid content, and lactose content
were similar to conventional curd samples as well. But, if isolating the bacteria is an integral part of getting desired
result, the process lacks accessibility to general population who lacks that knowledge or means. The role of capsaicin
in this process also needs to be investigated.
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Abstract: The global COVID-19 outbreak highlighted the need for efficient, evidence-based methods to allocate
limited public health resources, especially in resource-constrained settings. Wastewater-based surveillance emerged
as a potential solution for monitoring SARS-CoV-2 transmission at the community level and early detection of
outbreak hotspots, as SARS-CoV-2 RNA is excreted in feces and can be detected in sewage systems before clinical
cases are identified. However, its implementation and utility in resource-constrained settings remain understudied. To
implement and evaluate a city-wide wastewater surveillance system using mixed and untreated wastewater in
Bangalore, India, for early detection of COVID-19 outbreaks at the ward level and to assess its effectiveness as a
predictive tool for community transmission for use as an early warning system. The study monitored 45 highly
populated wards in Bangalore, covering one-third of the city's population, through twice-weekly sampling of
stormwater drains. Additionally, 28 sewage treatment plants were sampled every 10 days at both inlet and effluent
pipes. Samples underwent qRT-PCR analysis for SARS-CoV-2 RNA quantification, with results displayed on a real-
time dashboard. Environmental factors such as rainfall and temperature were tracked to account for their effects on
viral RNA detection. The wastewater surveillance system successfully detected SARS-CoV-2 RNA in sewage
samples. Viral load trends in wastewater correlated with community infection rates. Notably, increases in wastewater
viral loads were observed approximately one week before corresponding spikes in community positivity rates. The
study developed a color-coded dashboard system indicating viral load trends using Exponential Weighted Moving
Average calculations for each municipal ward. This research, representing Asia's first comprehensive wastewater
epidemiological surveillance program, demonstrated the effectiveness of sewage testing as a cost-efficient early
warning system for COVID-19 outbreaks in an urban setting with limited resources. The color-coded dashboard
system successfully tracked COVID-19 transmission patterns across the city, providing early warnings of potential
outbreaks before clinical cases were reported. Despite challenges in viral RNA detection and environmental
variables, the study established wastewater surveillance as a valuable complement to traditional clinical testing. The
findings suggest potential applications beyond COVID-19, including monitoring drug use and antimicrobial
resistance, but further research is needed to address data gaps and optimize methodologies for reliable, actionable
insights.

Keywords: Wastewater based Epidemiology; Wastewater Surveillance; Sewage Monitoring; SARS CoV2 Covid-19
Surveillance; Pandemic Prediction

INTRODUCTION

After the outbreak of COVID-19 all over the world, responses like lockdown, testing, tracing, and vaccination were
executed commonly. However, when faced with limited resources, the efficient distribution of the available resources
has proved to be a problem in the control of the pandemic in some places. Wastewater monitoring services can
proactively find novel solutions, therefore, they can be used for timely detection of the hotspots and most importantly
for the right resource distribution.
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The first COVID-19 case was detected in India on January 30, 2020, and by the middle of May 2021, more than 25
million cases had been added during the second wave[l]. Limited testing and tracing resources[3,4] force the
adoption of alternate pathways such as wastewater monitoring to act as the first signal. Along with the other
coronaviruses, SARS-CoV-2 also excretes RNA through the feces[5], and by the sewage scrutiny, the viral RNA was
traced out 4-10 days earlier than the actual clinical cases ever were[6,7,8], leading us to believe wastewater study a
cost-effective mechanism for monitoring purposes[9].

Although there is a relationship between the levels of the sewage's RNA and the number of cases in a
community[13,14], the problems including the existence and survival of the virus in wastewater, natural elements
such as temperature, or how the different RNA readings are parallel to the thwarting the infectivity in a community
have to be still figured out. These defects make it necessary that further research be made into this topic.

METHODOLOGY

Bangalore City, the second-largest city in India with an area of 709 sq km, is divided into 198 wards for governance.
For this study, 45 of the most populated wards, covering one-third of the city’s population, were selected for
longitudinal monitoring. Sampling was conducted twice a week at stormwater drains in these wards. Although
stormwater drains are intended to carry only rainwater, they also frequently contain untreated sewage from slums,
households without underground drainage connections, and overflowing sewage pipes. Additionally, each of the 28
functioning sewage treatment plants (STPs) was sampled once every 10 days at both the inlet and effluent pipes.

Before starting sampling, ward-wise data on the number of COVID-19 cases reported on the Bangalore
municipality’s website prior to the study were considered. Wards showing a consistent rise in cases over a period of
more than 15 days and those with high populations were selected. For STPs, those connected to the selected wards
were prioritized.

Rainfall and temperature data was obtained from Karnataka State Natural Disaster Management Center, and Indian
Meteorological Society respectively. Samples were collected in plastic buckets from open drainage water in the
morning and handled using personal protective equipment (masks, face shields, and gloves) and poured into separate
pre-sterilized collection bottles. The bottles were marked with the ward name and date and transported under cold
conditions to the laboratory testing facility within lh of collection where they were QR-coded with records of the
collection time and temperature. In the lab, the samples were heat-inactivated, filtered, and centrifuged after adding
PEG-NaCl, to separate the liquid from the solid particles. The viral RNA was extracted from the waste-contaminated
water specimen and quantified after amplification using Quantitaive Real Time Reverse Transcription Polymerase
Chain Reaction (QRT-PCR).

Community positivity data is obtained from Bruhat Bengaluru Mahanagara Palike (BBMP) which conducts random
testing of people in various primary healthcare centers and points of entry into the city. The longitudinal dataset
obtainedis a representative of all the 8 zones of Bangalore city, consisting of the total number of tests conducted at
each center, number of positive people and the positivity rate. BBMP on average has conducted 40750 tests daily
with a standard deviation of 15065 tests during the study period from May 15, 2021, till January 30, 2022. There was
a built-in time lag of 3 to 4 days before test results were reported.

RESULTS

The city-wide sewage sampling study contributed data to a real-time dashboard (Figures 1A, 1B, and 1C). It includes
sewage details and community spread rates, combining the EWMA for each ward in the city. The viral load data was
calculated from the SARS CoV2 RNA measured in the wastewater samples and uploaded on a real-time dashboard
indicating the wastewater surveillance trends based on the Exponential Weighted Moving Average (EWMA) of the
actual viral load in each of the selected wards in Bangalore. Based on the viral load trends, the sites/wards were color-
coded with Green for wards showing viral load decrease, Red for viral load increase, Yellow meant no change, and
grey indicated no detectable viral load.
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Figure 1 The wastewater surveillance dashboard that displays the trends in ward-level and city-wide changes in viral
load detected in sewage samples in Bangalore. (A) A Snapshot of sewage testing data from 45 sites across the
selected wards over a 6-month period; (B) A snapshot of the data from Bagalgunte ward (BBMP ward number 14)
from the month of September 2021 and (C) A snapshot of the wastewater trends for the 45 sampling sites based on
calculation of EWMA of actual viral load for each site.

Analysis of the data on viral loads in wastewater was used to track and predict the transmission of COVID-19 in
Bangalore to provide an early warning system. Figure 2A shows a snapshot of data from a week of sewage testing
across 45 sites in May 03-11, 2021, covering about 30% of the population of Bangalore city. Each of these wards are
expected to have a positivity rate of over 10% (over 2000 positive cases approx) based on data released in daily
reports by the government (Figure 2B) which shows the positivity rates from the city’s RTPCR testing program on a
daily basis. If viral loads and positive sites rise while Ct values fall when positivity rates of the virus go up, it shows
more threat of COVID-19. Figure 2C and Figure 2D shows the correlation between the city’s infection positivity
rate and the viral load quantified in sewage.

In addition, variables like rain, temperature and presence of effluent scan affect the quality of the data obtained. Rain
may dilute the viral RNA concentration in sewage, while hot weather and chemical agents in industrial wastes may
degrade the RNA, reducing the accuracy of viral load measurements. A snapshot of the rainfall and temperature data
in Bangalore city is shown in Table 1 in order to account for the effect of rainfall and temperature on wastewater viral
load data during 03 to 11 May 2021.
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Table 1 Average temperature and precipitation of Bangalore city over the period of May 3-11, 2021, corresponding
to the period of wastewater sampling

Date Temperature Temperature max. Temperature min. Precipitation/ Rainfall
C) C) cC) (mm)

May 03, 2021 27°C 33°C 21°C 3.2 mm | 0.1 inch.
May 04, 2021 27 °C 32°C 21 °C 4.0 mm | 0.2 inch.
May 05, 2021 26 °C 32°C 21 °C 2.6 mm | 0.1 inch.
May 06, 2021 26 °C 32°C 21°C 3.6 mm | 0.1 inch.
May 07, 2021 26 °C 31°C 21 °C 4.3 mm | 0.2 inch.
May 08, 2021 26 °C 31°C 21 °C 4.6 mm | 0.2 inch.
May 09, 2021 26 °C 31°C 21 °C 4.5 mm | 0.2 inch.
May 10, 2021 26 °C 32°C 21°C 3.0 mm | 0.1 inch.
May 11, 2021 26 °C 32°C 21 °C 3.0 mm | 0.1 inch.
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Figure 2 (A) Sewage data from wards with over 10% positivity (1 week), (B) Data on positive cases, recoveries, and
deaths over 10 days in BBMP zones, (C) Daily comparison of SARS-CoV-2 RNA levels in the community and storm
drains and (D) Weekly comparison of SARS-CoV-2 RNA levels

The analysis of changes in the total city-wide viral load in wastewater obtained from all the selected STPs over time,
compared to that of the city-wide total infection positivity rate based on recorded clinical cases of data also shows the
spike in SARS CoV2 RNA in wastewater was found about one week before the spike in positivity rate from the city-
wide community level clinical testing (Figure 3). Our data shows that wastewater viral load data have the potential to
signal an upcoming spike in infection rates to provide an early warning about increase in Covid 19 infection in the

community through wastewater surveillance.
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Figure 3 The spike in SARS CoV2 RNA in wastewater was found about one week before the spike in positivity rate
from the city-wide community RTPCR testing program

CONCLUSION

This city-wide epidemiological surveillance program, the first in Asia, integrates sewage testing data with existing
public health surveillance systems, offering a promising platform for tracking other public health issues, such as drug
use and antimicrobial resistance. The study focused the detection and quantification of viral particles in wastewater
and utilization of the data to enhance local-level surveillance by identifying emerging hotspots, and guide resource
allocation for targeted clinical tests. Despite the barriers such as the semi-quantitative nature of viral RNA detection
and the challenges of variability in virus excretions and the sewage system, this method can be an excellent tool for
supplementing the standard surveillance methods for the early detection of an outbreak and for getting possession of
the movement of the disease in the space where people agglomerate. The ongoing COVID-19 pandemic emphasizes
the necessity for receiving funds for building wastewater treatment infrastructure, especially in the developing
countries, and conducting more extensive research to find solutions for challenges occurring at the reference of
environmental factors as a matter of RNA viability and a higher correlation of RNA levels with community infections
for more effective public health interventions.

REFERENCES

1. Bangalore, India Metro Area  Population 1950-2021. (n.d.). Retrieved May 10, 2021, from
https://www.macrotrends.net/cities/21176/bangalore/population

2. National Commission on Population Welfare, Ministry of Health & Family, G. of I. (2019). National commission on
population ministry of health & family welfare Nirman Bhawan, New delhi — 110011

3. Dasgupta, S., Mukherjee, A., & Agarwal, N. Hand washing to stop coronavirus — 78% of toilets in Mumbai slums lack
reliable water supply [Internet], Mumbai, The Print, 2020, https://theprint.in/opinion/hand-washing-to-stop-coronavirus-78-
of-toilets-in-mumbai-slums-lack-reliable-water-supply/402590 [Accessed 15th October 2021]

4. Choudhry, V., & Avinandan, V. Why COVID-19 Outbreak In India’s Slums Will Be Disastrous For The Urban Poor,
[Internet], Mumbai, Outlook India. 2020 https://www.outlookindia.com/website/story/opinion-covid-19-outbreak-in-indias-
slums-will-be-disastrous-for-the-urban-poor/350335 [Accessed 15th October 2021]

5. Foladori, P., Cutrupi, F., Segata, N., Manara, S., Pinto, F., Malpei, F., Bruni, L., & La Rosa, G. (2020). SARS-CoV-2 from
faeces to wastewater treatment: What do we know? A review. Science of The Total Environment, 743, 140444

6. Lodder, W., & de Roda Husman, A. M. (2020). SARS-CoV-2 in wastewater: potential health risk, but also data source. The
Lancet. Gastroenterology & Hepatology, 5(6), 533—534. https://doi.org/10.1016/S2468-1253(20)30087-X

7. Medema, G., Heijnen, L., Elsinga, G., Italiaander, R., & Brouwer, A. (2020). Presence of SARS-Coronavirus-2 RNA in
Sewage and Correlation with Reported COVID-19 Prevalence in the Early Stage of the Epidemic in The Netherlands.
Environmental Science & Technology Letters, 7(7), 511-516. https://doi.org/10.1021/acs.estlett.0c00357

8. Wu, F., Xiao, A., Zhang, J., Moniz, K., Endo, N., Armas, F., Bonneau, R., Brown, M. A., Bushman, M., Chai, P. R.,
Duvallet, C., Erickson, T. B., Foppe, K., Ghaeli, N., Gu, X., Hanage, W. P., Huang, K. H., Lee, W. L., Matus, M., ... Alm, E.
J. (2020). SARS-CoV-2 titers in wastewater foreshadow dynamics and clinical presentation of new COVID-19 cases. In
medRxiv : the preprint server for health sciences. https://doi.org/10.1101/2020.06.15.20117747

170 Biomedical Science & Technology: Microbiology, Virology, and Evidence-based Medicine



10.

11.

12.

13.

14.

39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

Wu, F., Zhang, J., Xiao, A., Gu, X., Lee, W. L., Armas, F., Kauffman, K., Hanage, W., Matus, M., Ghaeli, N., Endo, N.,
Duvallet, C., Poyet, M., Moniz, K., Washburne, A. D., Erickson, T. B., Chai, P. R., Thompson, J., & Alm, E. J. (2020).
SARS-CoV-2 Titers in Wastewater Are Higher than Expected from Clinically Confirmed Cases. MSystems, 5(4).

Pandey, D., Verma, S., Verma, P., Mahanty, B., Dutta, K., Daverey, A., & Arunachalam, K. (2021). SARS-CoV-2 in
wastewater: Challenges for developing countries. International Journal of Hygiene and Environmental Health, 231, 113634.
Prado, T., Fumian, T. M., Mannarino, C. F., Maranhdo, A. G., Siqueira, M. M., &Miagostovich, M. P. (2020). Preliminary
results of SARS-CoV-2 detection in sewerage system in Niteréi municipality, Rio de Janeiro, Brazil. Memorias Do Instituto
Oswaldo Cruz, 115, €200196. https://doi.org/10.1590/0074-02760200196

Randazzo, W., Truchado, P., Cuevas-Ferrando, E., Simén, P., Allende, A., & Sanchez, G. (2020). SARS-CoV-2 RNA in
wastewater anticipated COVID-19 occurrence in a low prevalence area. Water Research, 181, 115942.

Kitajima, M., Ahmed, W., Bibby, K., Carducci, A., Gerba, C. P., Hamilton, K. A., Haramoto, E., & Rose, J. B. (2020).
SARS-CoV-2 in wastewater: State of the knowledge and research needs. Science of The Total Environment, 739, 139076.
Thompson, J. R., Nancharaiah, Y. V, Gu, X., Lee, W. L., Rajal, V. B., Haines, M. B., Girones, R., Ng, L. C., Alm, E. J., &
Wauertz, S. (2020). Making waves: Wastewater surveillance of SARS-CoV-2 for population-based health management. Water
Research, 184, 116181. https://doi.org/https://doi.org/10.1016/j.watres.2020.116181

Biomedical Science & Technology: Microbiology, Virology, and Evidence-based Medicine 171



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

356_IEC9568

Analysis of Viral Proteins from Common Viruses of West Bengal using
Bioinformatics Tools

Sonali Paul, Camellia Mazumder, Ujaan Chatterjee, Souvik Hazra, Aratrika Ghosh & Susmita Mukherjee™
Department of Biotechnology, Institute of Engineering and Management, University of Engineering and Management, Kolkata

P4 susmita.mukherjee@uem.edu.in
Keywords: Virus; NCBI; PDB; West Bengal; Protein; Drug Target
INTRODUCTION

The analysis of viral proteins for potential drug targets plays a pivotal role in modern infectious disease research,
especially for regions with recurring outbreaks. In West Bengal, several notable viruses, including Dengue, SARS-
CoV-2, and Japanese encephalitis, continue to pose significant public health challenges. By leveraging bioinformatics
tools, researchers can dissect the molecular makeup of these viral proteins, unveiling their structure, function, and
interactions with host proteins[1].

Bioinformatics tools allow for sequence alignment, structural modelling, enabling researchers to predict the unique
amino acid sequences present in viral proteins of different strains that are essential for viral replication and
pathogenicity of that specific virus strain. The computational analysis further aids in understanding viral evolution[2].
Thus, the combination of bioinformatics and virology offers a strategic framework for understanding viral infections
endemic to West Bengal, contributing to global efforts in controlling viral diseases.

METHODOLOGY
Data Collection

A comprehensive literature review was conducted to identify the most prevalent viral diseases affecting West Bengal.
This review involved an extensive search of academic journals, epidemiological reports, government health
publications, and databases such as PubMed and Google Scholar. All the name of the viruses and their different
strains were identified and they were sorted according to their families, genus and different strains.

All the protein sequences of eukaryotic viruses were systematically collected using two major bioinformatics
resources: the NCBI Virus Portal and the Protein Data Bank (PDB). The NCBI Virus Portal serves as a specialised
resource within the National Center for Biotechnology Information (NCBI) platform, offering a comprehensive
database of viral genomes, proteins, and related biological information. Through this portal, protein sequences of
eukaryotic viruses were retrieved by selecting relevant taxonomic categories, including specific virus families,
genera, and strains, ensuring that all available and annotated viral proteins were gathered for analysis. The search was
tailored to include complete and high-quality sequences to facilitate subsequent bioinformatics analyses.
Additionally, the Protein Data Bank (PDB), which focuses on the structural data of proteins, was utilised to collect
viral protein sequences that had been experimentally determined using methods like X-ray crystallography, NMR
spectroscopy, and cryo-electron microscopy. This provided not only sequence information but also structural data,
which is crucial for understanding protein function and interactions with their host.

Multiple Sequence Analysis

To identify unique sequences within viral proteins, a protein-protein multiple sequence alignment (MSA) was
performed. This process involves aligning multiple viral protein sequences to one another in order to identify
conserved and variable regions across different viral strains or species. The MSA method allows for a comparative
analysis of protein sequences by aligning amino acid residues based on their similarity, thus revealing patterns of
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conservation and divergence. During the alignment, conserved regions, which are likely crucial for viral structure and
function, are identified, while variable regions or unique sequences that differ significantly between the viruses are
highlighted. The unique sequences are of particular interest because they may represent novel epitopes, potential drug
targets, or evolutionary adaptations that differentiate viral species or strains.

Linear Regression

To investigate the relationship between query and target sequences of viral protein sequences within the same family,
we employed linear regression, focusing on sequence similarity metrics as predictive features. First, we prepared a
dataset by aligning each query protein sequence with corresponding target sequences, sequence alignment scores, and
alignment length, which capture structural and functional similarities between proteins. After data normalization, we
split the dataset into training and testing sets and applied a linear regression model to predict similarity scores of
unknown sequences based on these features. The model’s performance was evaluated using R-squared and root mean
square error (RMSE) metrics, assessing its ability to capture the linear relationship between query and target
sequence attributes. This methodology provides insight into conserved regions and functional similarities within the
viral family, potentially aiding in understanding viral evolution and protein function prediction.

RESULTS

With the help of the Basic Local Alignment Search Tool (BLAST), the MSA is conducted for several different viral
strains under three different virus families — Coronaviridae, Flaviviridae, and Retroviridae.

Figure 1 shows the resultant MSA from aligning the Spike Glycoprotein of SARS-CoV-2 (alpha variant) with the
spike glycoproteins of SARS-CoV-2(beta, gamma and omicron variants). It showed >95% identity in all cases.
However, an unique amino acid sequence of 14 amino acids was present towards the end of the amino acid sequence
in the beta variant. Another unique amino acid sequence of 11 amino acids was found to be commonly found in both
the gamma and omicron variants.
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Figure 1

Figure 2 outlines the conserved regions of the Envelope glycoprotein of Dengue virus (type 3) which have been
sequence aligned with the envelope glycoproteins of Dengue virus (type 1,2, 2 Puerto Rico/PR159-S1/1969, and 4)
along with Japanese Encephalitis Virus. A unique sequence of 13 amino acids was found to be present in Dengue
virus type 4 while Dengue virus types 2 and 2 Puerto Rico/PR159-S1 possess the same unique sequence of 11 amino
acids. No such sequences were found to be present in the case of Dengue virus type 1. However, the Japanese
Encephalitis Virus contains two unique amino acid sequences of 10, which seem to be absent from Dengue virus type
3.
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Figure 2

Figure 3 encompasses the sequence alignment of capsid protein of Human Immunodeficiency Virus-1 with the capsid proteins p26
and p24 of Human Immunodeficiency Virus-2 and that of Human T-Lymphotrophic Virus-1. No notable unique sequences were
captured for p26 and p24 proteins of HIV-2. However, a unique sequence of 25 amino acids was located in the capsid protein of
HTLV-1.
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Figure 3
CONCLUSION

With the help of bioinformatics tools, such as BLAST, we were able to pinpoint certain unique amino acid sequences in the studied
proteins. Further analysis of these proteins, using homology modelling and ligand docking for evaluation of protein-protein interaction
would help us move forward with this work. These amino acids represent some changes that have been undergone in the viral genome
to facilitate the emergence of various new strains that are similar to the major viral structure but differ in certain key aspects.
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Abstract: This study evaluates the potential of a natural oral irrigant combining Neem (Azadirachta indica) and honey as an
alternative to sodium hypochlorite, a conventional endodontic disinfectant known for its potent antimicrobial properties but also
for drawbacks such as cytotoxicity, strong taste, and patient intolerance. Neem, with its broad-spectrum antibacterial, antifungal,
and anti-inflammatory properties, offers a more biocompatible option, though its bitterness reduces patient acceptability. Honey,
known for its antibacterial and wound-healing benefits, complements Neem'’s effects while making it more palatable. This research
analyzed the antimicrobial effectiveness of Neem-honey extracts on bacterial cultures from infected root canal samples and
compared them to sodium hypochlorite. The findings revealed that a 1:5 Neem-honey dilution demonstrated superior antibacterial
efficacy without the harsh side effects associated with sodium hypochlorite, suggesting it as a viable alternative for endodontic
irrigation.

Keywords: Oral Irrigant; Neem, Honey, Sodium Hypochlorite; Biocompatible
INTRODUCTION

Endodontic procedures require a sterile oral environment achieved through methods like interdental cleaning,
antimicrobial treatment, and notably, oral irrigation. Oral irrigation, which clears debris and bacteria, improves gum
health and prepares the oral cavity for further treatments like root canal therapy by reducing microbial presence. A
key factor in successful root canal therapy is the complete removal of necrotic tissue, bacteria, and other harmful
substances from the intricate root canal system, typically through a chemo-mechanical approach using both
mechanical tools and chemical agents. Sodium hypochlorite is widely used for its potent antimicrobial activity and
ability to dissolve soft tissue at higher concentrations, but its use comes with significant drawbacks. These include an
unpleasant taste, cytotoxicity, the potential to compromise tooth structure, and the inability to remove the smear layer
formed during canal preparation. These issues have led to interest in biocompatible alternatives like Neem
(Azadirachta indica), which has natural antibacterial, antiviral, and antifungal properties. Although effective, Neem
has a bitter taste, making it less appealing to patients. Honey is a promising adjunct to Neem, known for its
antibacterial, anti-inflammatory, and wound-healing properties, which date back centuries in traditional medicine.
Honey’s role is to enhance the palatability of Neem, while potentially creating a synergistic antibacterial effect.
Together, Neem and honey form a biocompatible combination that may match or exceed the efficacy of sodium
hypochlorite without its harsh side effects. This approach exemplifies the blending of traditional remedies with
modern dental science, pointing to a future in which natural agents like Neem and honey might replace chemical
solutions, offering safer and more patient-friendly options in dental care.

METHODOLOGY

The following is a brief protocol for the microbiological study of isolating and analyzing bacterial cultures of infected
dental pulp or root canal samples. The key steps include the following:

Sample Collection, Preparation of Culture Medium, Bacterial Isolation, Testing Reagents Preparation, Antibiotic
Resistance Profiling, Incubation in Culture Broth, Isolation of Genomic DNA, and Oral Irrigant Assay.
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This work examines the bacterial diversity present in the infected dental tissues and evaluates various alternative oral
irrigants that might be used in dental care according to their antimicrobial effectiveness.

RESULTS

The study compared the activity of Penicillin P-10 against various bacterial strains; it is obvious from the graph that
isolated strain #8 showed the greatest sensitivity, followed by strains #10, #5, and #2. A wider comparative study of
Penicillin, Ampicillin, and Streptomycin against these four strains proved that all the strains were sensitive to the
antibiotics, though to different extents. Except for antibiotics, a comparative evaluation of some suggested oral
irrigant alternatives presented honey and a combination of neem and honey in a 1:5 ratio as the most striking. Fig. 8
represents the synergistic effect of both Neem and honey, outweighing sodium hypochlorite. The graph justifies the
hypothesis that a combination of biocompatible Neem and honey is way more effective than sodium hypochlorite.
This finding implies that the natural alternative will be safer and more effective for oral irrigation.
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Figure Graph depicting the comparison between the activity of Neem + Honey and Sodium hypochlorite
CONCLUSION

The study proved that a 1:5 diluted ethanolic extract of Neem and honey can be an immensely effective alternative to
sodium hypochlorite solution as an oral irrigant. Oral microflora is heterogeneous, having varying resistive powers
against antibiotics; some are highly resistant whereas others are sensitive. From the study, it was observed that Neem
and honey possess strong antibacterial action. Hence, the concoction of Neem and Honey can be used effectively as a
dental irrigating solution. This would probably be beneficial, especially for the people with sensitivities or concerns
about the adverse side effects of conventional treatments. Further, in vivo research is on the way to testing this oral
irrigant for acceptability by patients.
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Abstract: In the era of digital health, electronic health records (EHRs) are becoming the norm for storing and analyzing patient
data. Data not only aids in clinical decision-making but also has the potential to help in achieving better clinical outcomes during
patient recovery. Recently, wearables are seen to play a crucial role in creating EHRs, especially in a home-based care setting
where traditional bulky machines cannot be deployed for continuous monitoring of patients. Pheezee®, an USFDA-listed [510(k)
exempt] novel prognostic app-based wearable device for the rehab sector, has established itself to have huge potential in
generating patient-specific ailment records in a scientific manner, thereby establishing the concept of EHRs in a clinical rehab
setting. It consists of range of motion (ROM) sensors and a surface electromyography (sEMG) bio-amplifier that can be used for
assessment, monitoring, and tracking of the recovery of patients via shareable scientific reports. The objective is to integrate the
multi-sensory information from the device into an EHR system through remote monitoring. Pheezee® acquires the movement and
muscle contraction information in real-time and pushes the data to the cloud for postprocessing, thereby establishing a novel
approach to introducing EHR in physiotherapy. The data is encrypted, stored in a secured format, and maintained through an
effective database management system. This clinical data helps the healthcare providers track the patient's rehabilitation and
propose patient-specific, tailor-made treatment protocols. In the future, this EHR data combined with AI/ML algorithms has the
potential to be used not only for assessments but even for exact diagnoses. The AI/ML models can also open preventive and
predictive clinical models for value-based insurance claims.

Keywords: Rehabilitation; Wearable Sensor,; Electronic Health Record; Evidence Based Practice; Patient Adherence; Recovery
Tracking

INTRODUCTION

Wearable sensors, such as accelerometers and gyroscope-based devices, give real-time data on patient movements
and can assist physiotherapists and physicians in the development of personalized treatment protocols and tracking of
recovery [1]. Surface electromyography (sEMG) is effective in understanding muscle physiopathology, disease
prevention, and planning intervention [2]. The World Health Organization's digital health plan underlines the
necessity of patient engagement [4]. Digital technology has made it easier for patients and healthcare providers
(HCPs) to communicate with each other periodically [3]. Electronic health records, essentially, represent longitudinal
data that are gathered throughout routine healthcare delivery and are stored electronically [5]. Immediate transfer of
the clinical data into the EHR is one critical element that was found missing in the design of the wearable sensor and
its architecture [6]. Physical therapy (PT) is concerned with identifying and maximizing quality of life and movement
potential within the spheres of promotion, prevention, treatment/intervention, habilitation, and rehabilitation [7]. With
the rising requirement to keep clinical information systematically, physiotherapists too see the value of electronic
record systems [8]. Big data is a new area in the field of physiotherapy with significant importance in research and
clinical application. Data science can help in the value-based insurance claims and optimization of health insurance
claims by prioritizing the outcomes and maintaining optimal documentation. EHR not only aids in improving the
patient's end outcome but also reduces the likelihood of errors due to built-in decision support tools that aid in therapy
planning [9]. Pheezee® can monitor performance, track adherence, and generate scientific patient reports with
valuable clinical insights. The objective of the study is to integrate the data collected by Pheezee® into an EHR
system in the field of physiotherapy to improve clinical decision-making and remote monitoring and thereby help
establish better clinical outcomes for patient recovery.
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METHODOLOGY
Data Source and Collection

Pheezee® is worn by the patient during physiotherapy sessions. It interacts wirelessly with an Android phone where
range of motion [ROM] and muscle activity of the selected joint is acquired and displayed by the device [10]. A total
of 826 users’ data was acquired in a duration of four (4) years.

Data Acquisition and Management

The data acquired by Pheezee® is shared with the Android app via Bluetooth protocol, which is then transferred to
the cloud server where the data is encrypted, stored, processed, and eventually displayed in a report format [10].
Figure 1 provides the overall data acquisition and storage methodology.

Data Storage

Data storage refers to the process of storing the patient information in a system. This includes the use of the wearable
sensor Pheezee for collecting an array of clinical data such as ROM, exercise adherence, and muscle physiology
through SEMG sensors. The format used to store this data is .json (JavaScript Object Notation) is used due to its
accessibility and compactness..

Data Retrieval

Retrieving the data on time is essential for healthcare providers to make informed clinical decisions. This is made
efficient by using a REST API (Representational State Transfer Application Programming Interface). This facilitates
data retrieval by easy connection between Pheezee and the EHR. This helps the physiotherapist access the patient
data whenever required and improves clinical decision-making and patient care.

Data Security

Data security is critical in any healthcare application, particularly when it involves sensitive patient data.
Multiple security layers are used by the system to safeguard the privacy and security of data.

Storage technology and format

The system uses MongoDB, a NoSQL database, in addition to .json for data storage. MongoDB is especially useful
for managing unstructured data that is common in clinical settings.

Security measures

(a) Server-Side Security: The implementation of a Security Hashing Algorithm, specifically Hash64, ensures that
sensitive data is hashed before storage. This process transforms the original data into a fixed-length string,
making it virtually impossible to reverse-engineer the original data from the hash.

(b) Hardware Security: To further enhance security, AES-CCM (Advanced Encryption Standard in Counter with
CBC-MAC) is utilized. This encryption method ensures that data is securely transmitted and stored by
encrypting it before it reaches the database. Table 1 shows overall elements of data management.

Data Visualization

Pheezee® dashboard is a comprehensive visualization tool that offers real-time updates and shows the EHRs. The
data is visualized in a graphical format which shows patients’ recovery from the baseline assessment. Figure 2 shows
the Pheezee® dashboard.
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Figure 1 Data transfer between device and cloud platform

Table 1 Element of data management

Storage Retrieval Security
Format: _json Format: json Server: Hash64
Tech: MongoDB Tech: REST API Hardware: AES-CCM
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Figure 2 Data visualization on the dashboard
RESULTS

Data collected by Pheezee® was used to create patient specific EHR. Fig. 3 shows how Pheezee® EHR helps in
clinical decision making and brings the physician, physiotherapist, and patient onto a common platform.

The custom-made software was designed to retrieve the EHR data when needed for the analytics. Pheezee®
dashboard displays the patients’ data and their corresponding clinical reports like physiotherapist's details, patient
details, patient ID, session date, and number of sessions done etc. This extensive data set serves as a valuable
resource for data-driven in-depth patient care and data-driven research. Pheezee® scientific reports give
comprehensive information about the patient to the physician and the physiotherapist. For example, a male subject
with an Anterior Cruciate Ligament (ACL) tear had undergone reconstruction surgery and was indicated for
physiotherapy. The subject was assessed using Pheezee® every week for up to 10 weeks. This recovery process was
remotely monitored and stored in the server as integral part of EHR. Post treatment, Pheezee® EHR showed 90%
improvement in the primary knee muscles as compared to the baseline [11]. This process of monitoring and tracking
using EHR, helped in timely intervention and helped in patient’s recovery journey.
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Additionally, Pheezee® EHR detects the overall adherence of the patient to the treatment protocol which ensures the
treatment's success. Non-adherence in patients results in significant disease progression, mortality, and higher
healthcare expenses [12].

-~ 3 ) .y -
Py
’ W

«  Physiatherapist |
=3 L -._I

,-" .“w._ ~ )

: Patlent X g S Dlagnose = Clinical decision making
| (CEalcal | | oy = Patient centric practice
|| datafrom | iy s Predict *  Personalized treatment

Pheetes) s protocal
i *  Better clinical outcomes
T ,|I Physiclan I|

Figure 3 Pheezee® EHR and clinical decision making
DISCUSSION & CONCLUSIONS

This comprehensive data collected from the patient helped the physiotherapist in dynamic clinical decision-making
for diagnosing and modifying the treatment. This process emphasizes patient-centric and personalized care. EHRs are
increasingly being adopted instead of paper-based records due to their various advantages [13]. However, limited
digital literacy of the user poses some challenge during the usage of the device. For neurological conditions, where
prolonged monitoring is required this EHR-based analysis helps to secure the data for correlating with the period of
recovery. EHR data in physiotherapy helps in applying value-based insurance plans for better patient experience and
care. Physiotherapists benefit from the data for their day-to-day clinical decision-making process, tailor-made
treatment protocol design, patient-informed and patient-centric care, and effective documentation. In future, this EHR
system with big data analytics using state of the art AI/ML tools, has the potential to predict and prevent Musculo-
skeletal & neurological ailments. Insights on data can assist policymakers in gaining a deeper knowledge of ailments
to enhance the outcomes of policies implemented, boost the productivity of healthcare professionals. The principles
outlined in the Helsinki Declaration of 1975 as revised in 2000 have been followed. This EHR data has the potential
to enhance the value-based insurance coverage in the field of physiotherapy and rehabilitation.

Clinical Relevance

Pheezee® has excellent accuracy in ROM and high correlation for SEMG assessments when compared with gold
standards. The Pheezee® EHR helps to improve clinical decision-making and establish better clinical outcomes
during patients’ treatment and recovery period.
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Abstract: Stroke is one of the major cause of disability globally. Monitoring recovery after stroke is crucial for assessing
rehabilitation progress. Electroencephalography (EEG) plays a key role in stroke diagnosis and helps track patient's recovery. To
facilitate restoration of lost motor function, post-stroke patients are instructed in a range of physical activities designed for
Activities of Daily Living (ADL). This study assesses the EEG data collected from patients in rehabilitation from Day 1 to Day 30,
focusing on pre and post exercise EEG data. Parameters such as Mean, standard deviation, and Power spectral density (PSD)
were extracted as features from healthy and stroke subjects as a pilot study. A positive mean and change of PSD was seen as the
rehabilitation progress, which signifies changes in brain activity. The finding shows that monitoring neural changes through EEG
data can provide valuable insights into post-stroke recovery.

Keywords: Electroencephalography,; Power Spectral Density; Stroke Rehabilitation
INTRODUCTION

Stroke occurs due to the interrupted and reduced blood supply to the brain, which is the main cause of several
neurological deficits or impairments, such as cognitive disorders. It is vital to adapt to ordinary life for patients with
symptoms of neurology who need rehabilitation. Impaired upper limb exercise ability is present in more than two-
thirds of stroke survivors.

[1]. Post-stroke rehabilitation mainly focuses on motor skill rehabilitation, which engages the affected part of the
brain. This promotes quicker recovery. Therapies focus on exercises that replicate daily life activities [2].
Electroencephalogram (EEG) is a valuable tool for monitoring the rehabilitation progress of patients [3][4]. EEG
specifically investigates electrical activity in the brain at cortical and subcortical levels, enables the tracking of
neuronal dynamics with significant temporal resolution for studying the structure of whole-brain neural networks [5].
In the past, EEG signal analysis has been applied to a variety of tasks to evaluate activation pathways and gain insight
into the fundamental principles for motor abilities [6]. This resulted in subsequent research focused on
neurorehabilitation to investigate the ways in which activity patterns change depending on the position of cortex areas
and on rehabilitation treatment for stroke [7]. The objective of this study is to monitor and evaluate the neural
recovery process in post-stroke patients as compared to control undergoing rehabilitation by analyzing pre and post
exercise EEG data. his work highlights the potential of EEG as a reliable tool for monitoring and guiding post-stroke
rehabilitation, offering a deeper understanding of neuroplasticity and recovery progress over time.

METHODOLOGY

Two healthy participants and four post-stroke patients with upper limb disability in one hand were participated in the
pilot study. The clinical study was carried out at Christian Medical College, Ludhiana, India with Ethics approval and
consent from the subjects involved. The subjects were instructed to execute a various hand exercises under the
guidance of a physiotherapist. The pre and post exercise EEG data was recorded on Days(1,2,7,30). Figure 1 is the
proposed workflow. With 64 gel-based monopolar electrodes placed EEG data was captured using a g.Hlamp
biosignal amplifier (g.tec) according to the 10/20 system. Each exercise was performed repeatedly with interval for 5
times. The sampling frequency of 256 Hz was used and filtered with a bandpass FIR filter with cut off frequencies of
0.1 Hz and 45 Hz. The baseline correction was performed by removing the mean of the baseline data which was
recorded (from 1 s to 0 ms) for each channel. Independent Component Analysis (ICA) was used to eliminate any
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artifacts in the obtained EEG data. The data was preprocessed using the EEGLAB 2019 toolbox, and MATLAB
R2021a was used for feature extraction. Within the data set, mean ( X ) represents the anticipated value of a sample.
The average of the features is (xi) computed for each trial. The degree of variation of a data set from the mean is

calculated per trial is termed as standard deviation (o) [8]. Power Spectral Density (PSD) estimates the signal's
frequency content. X(f) is the Fourier Transform of the signal x(t) at frequency f[9].
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Figure 1 Flow chart of the proposed work
RESULTS

Standard Deviation and Mean was calculated to observe time domain properties and PSD was computed to analyze
the frequency domain features. the PSD of every patient was individually compared, and the result for them was
monitored. The analysis was done on occipital lobe because EEG signal of pre and post exercise was used here and
this lobe shows maximum variation. The comparison of the time domain analysis parameters (mean and standard
deviation) is shown for healthy and stroke patients in Table 1. The mean was initially negative for stroke patients
compared to the healthy subjects, but as we progress with rehabilitation regime, a positive mean was observed at Day
30. No significant changes are observed for Standard deviation. There is a distinct variation of alpha band for healthy
subjects and stroke patients is shown in the zoom out position of the proposed method in Figure 1. Figure 2 shows
the box plots of the healthy and stroke subjects of Days (1,2,7,30). In the box plot it can be seen that in day 1 the
median of healthy and stroke subject quite differs but as the day increases the median is getting same for both the
subjects which shows the progress of rehabilitation
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Figure 2 Box plot of healthy and stroke subjects

Table 1 Comparison of healthy and stroke subjects

Days Healthy subjects Stroke subjects
Mean Standard deviation Mean Standard deviation
4.8925 1526.5 -0.0897 190.2671
Day 1 | 4.1427 1674.2 -0.1852 190.6973
-0.6098 296.9182
-0.3699 203.4654
6.1491 1208.7 -0.3525 374.8276
1.8311 455.3378 -0.4710 202.7561
Day 2

-1.5265 338.4925
-0.5484 392.4575
2.1307 851.7815 0.6220 247.6184
Day 7 0.6247 438.5620 0.6775 262.8067
y 1.8017 492.3260
0.7737 301.9506
0.8344 1478.9 2.1297 444.1406
0.0052 705.0056 2.1089 393.0792
Day 30 5.1946 604.0751
2.4480 497.0863

CONCLUSION

It was observed that the mean was negative for stroke patients initially but as we progress with the rehabilitation
regime positive mean was observed. The PSD change can be seen very well with respect to frequency. As we are
using pre and post-exercise data, the activity change in topo plot was observed for occipital region. The activity
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change in the central region was seen from Day 1 to Day 30. It can be seen that motor recovery will be helpful if the
patient continues to do exercise. This work underscores the efficacy of EEG as a dependable instrument for managing
and directing post-stroke rehabilitation, providing enhanced insights into neuroplasticity and the progress of recovery
over time. The study was done on a few subjects so a large scale study will be helpful to establish the rehabilitation
progress further. Accordingly, schemes can planned to have persistent exercise regimes to ensure better recovery.
This also opens up cases for robotics based exercise device development as a future rehabilitation engineering
activity.
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Abstract: This study outlines an effort to design and optimize a gas lift system utilizing Pipe SIM software. After depletion of
primary pressure energy in an oil well, it is often installed the gas lift system to help extend oil recovery. The PIPESIM model
analysis in this work considered gas lift design based on well completion data, reservoir fluid characteristics, and reservoir data.
The temperature and pressure profile of the well system were taken into account for this analysis. The downhole condition of the
well was replicated with an allotment of actual tubing and casing inside diameter, thicknesses, perforation details, and downhole
completion information. Gas lift valve details, installation depths, and respective opening pressures were also incorporated into
the model analysis. Finally, the work took into account sensitivity analysis, considering varying conditions to the gas lift system.

Keywords: PIPESIM; Gas Lift; Optimum Gas Injection Rate; Well Data, Pressure-Temperature, Reservoir Pressure
INTRODUCTION

Artificial lift is the extension of the primary production phase, which, based on additional support provided to the oil
system, helps produce crude oil from intake of the tubing to the wellhead [1]. Gas lift is a proven method that can
multiply crude oil production rate by injection of compressed gas that helps push the reservoir fluids suffering from
low reservoir pressure [2]. In the gas lift system, proper positioning of the valve setting depth, its numbers down the
casing tubing annulus, and adequate yet optimum tubing sizes effectively reduce pressure losses, improving the flow
rate of the well fluids into the well [3] [4]. Gas lift produces under two mechanisms: continuous and intermittent.
Reasons for application of gas lift production also very well to well. The gas lift installation process facilitates well
pressure to reduce beyond formation fluid pressure, thereby enabling well fluid to enter the well [5]. Pressure at the
well bottom and at the top are the crucial information based on which well flow condition in the well system is
established. Different measurement systems are in practice that eventually provide equivalent pressure data when it is
measured with direct intervention with pressure measuring gauges. PIPESIM model analysis determines all these
pressure data in the well and finds out the feasibility of the gas lift in any well condition to hence productivity [6].
The fundamental application of PIPESIM is to estimate the performance of the well in terms of its flow rate, how
much optimum gas injection will help reduce water cut, and the adequate valve setting depth [7]. Administering the
right amount of gas injection is a key to optimizing the management of gas distribution to wells of a field. Excess
amount of gas injection may reach the formation or occasionally pressurize the well, preventing well influx to the
well. However, optimum amounts help enhance production output from such wells [8]. Gas lifted wells also suffer
from solid depositional issues; the issue is the byproduct of mismanaged distribution of either gas injection rate or
sub-optimum gas injection. In such cases, coil tubing operations are needed to mobilize the solid deposition [9] [10].

The present study aims to examine the performance of a gas lift well in terms of its flow rate, pressure distribution,
and how production can be improved. The details of the various stages that have been adopted in the analysis can be
evidenced in the subsequent analysis.

METHODOLOGY

In this analysis with PIPESIM flow profile was first designed incorporating diameter data of flow line, its operating
pressure, and fluid properties. Following this, a well profile has been designed incorporating well data that include
casing and tubing data, surface equipment, and pressure temperature data (P-T) for both transient and steady-state
conditions. Figures 1-6 represent the above.
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RESULT DISCUSSION

The PIPESIM model analysis based on the above input data establishes the gas lift valve setting depths at 2553.464
ft, 4339.054 ft, 5524.073 ft, and 6609.975 ft, respectively (Figure 7). Under the flow condition and with respect to
gas lift design, the valve size has been determined as 1.5 inches and the port size to be 0.25 inches (Figure 8). The P-
T variation profile has been shown in Figure 9. This gas lift design identifies the optimum gas injection depth as
6006.094 depth (Figure 10). Under the scope of these calculations, the PIPESIM model study establishes that the
well is establishing flow in the gas lift system (Figure 11).
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Figure 10 Optimum gas injection depth determination
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Figure 11 Gas lift established flow condition
CONCLUSION

Based on the above findings, the current study finds that PIPESIM software analysis based on well, reservoir, and
surface condition data effectively determines the well performance of the well. This gas lift design establishes that the
well can be produced provided optimal gas injection rate, valve setting depth, valve sizes, and flow components in the
downhole are arranged as per the gas lift design.
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Abstract: In recent years, hydrogen has gained much attention as an energy carrier in the pursuit of sustainable and clean energy.
1Its ability to decarbonise various sectors, from transportation to industry, has increased the interest in the production and storage
of hydrogen. But as the hydrogen economy continues to grow, concerns have been raised about the safety of green hydrogen.
Green hydrogen production is at the forefront of the transition to a sustainable energy landscape. Green hydrogen refers to
hydrogen produced using renewable energy sources such as wind, solar power, or hydropower, and is considered one of the
cleanest forms of energy. One of the main advantages of green hydrogen production is the possibility of storing surplus renewable
energy: during periods of low energy demand, surplus electricity can be used to electrolyze water, splitting it into hydrogen and
oxygen. This hydrogen can be stored for later use in a variety of applications, such as fuel cells and industrial processes, and can
effectively act as an energy carrier and grid balancing tool. This article provides a review of hydrogen safety, and highlights the
safety challenges in the electrolytic production, storage and transportation of green hydrogen.

Keywords: Climate Change; Renewable Energy; Hydrogen; Green Hydrogen

SAFETY IN GREEN HYDROGEN MANUFACTURE

Green hydrogen is produced through electrolysis, a process that separates water into hydrogen and oxygen, using
electricity generated from renewable sources. Today it accounts for just 0.1% of global hydrogen production. At
present, there are different types of electrolysers depending on their size and function. The most commonly used are
polymer electrolyte membrane electrolyser, alkaline electrolyser, and solid oxide electrolysis cell (SOEC) [1].

Polymer Electrolyte Membrane Electrolyser

The electrolyte in a polymer electrolyte membrane (PEM) electrolyser is a solid specialised plastic substance. At the
anode, water reacts to produce positively charged hydrogen ions and oxygen. At the cathode, they mix with electrons
from the external power source to create hydrogen gas, the hydrogen ions travel over the membrane.

At 70 to 90°C, PEM electrolysers normally operate. The main design/materials selection concerns with a PEM
electrolyser are corrosion and the possibility of both external and internal hydrogen embrittlement, ignoring the
electrodes and electrolyte, which should be regarded as consumables.

Alkaline Electrolyte Membrane Electrolyser

At the cathode of an alkaline electrolyte membrane (AEM) electrolyser, hydrogen and hydroxide ions (OH-) are
produced. The anode receives the hydroxide ions through the electrolyte, where they combine and surrender their
excess electrons to create water and oxygen.

Compared to PEM electrolysers, AEM electrolysers provide a number of benefits [2]. Materials for the electrode
(catalyst) are much less expensive. Anodic catalyst dissolves less readily. Because the electrolyte in AEM
electrolysers may be changed, they are more robust. Due to the alkaline electrolyte's reduced gas diffusivity, the
purity of the gases produced is higher. Corrosion and the potential for internal and external hydrogen embrittlement
are the main design/materials selection concerns with an AEM electrolyser.

Solid Oxide Electrolyser

The electrolyte in solid oxide electrolysers is a solid ceramic substance. Solid oxide electrolysers require a
temperature range of 500-850°C to operate properly with the "electrolyte". Hydrogen gas and negatively charged
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oxygen ions (O,-) are produced when steam at the cathode interacts with electrons from the external power source.
The solid ceramic membrane allows the oxygen ions to pass through, where they react with the anode to produce
oxygen gas.

Solid oxide electrolysers must work at high temperatures; therefore, the main design/materials concerns are creep,
loss of mechanical strength, and the potential for hydrogen reaction embrittlement.

Safety Advantages of Alkaline Electrolysis

When it comes to safety, alkaline electrolysis is superior to other techniques of producing hydrogen in various
ways|[3]:

Non-Flammable Electrolyte: Anon-flammable electrolyte called potassium hydroxide (KOH) is used in alkaline
electrolysers. This removes the possibility of explosions that come with some other electrolysis techniques involving
combustible materials.

Robust and Proven Technology: Alkaline electrolysis technique has been used successfully for a long time in a
variety of industrial applications, proving its dependability and security.

Ease of Scaling: A wide range of applications can benefit from the easy scalability of alkaline electrolysers to satisfy
changing demands for hydrogen production.

CHALLENGES IN HYDROGEN STORAGE

The advancement of hydrogen and fuel cell technology depends on hydrogen storage. Its low energy density
necessitates the employment of innovative storage techniques that could raise its energy density [4]. Historically,
hydrogen has been kept either as a liquid or a gas. Because it must be held at minus 253°C as a liquid, it is most
frequently stored as a gas.

Compressed Hydrogen

Both hydrogen pipeline and compressed hydrogen tube trailer transportation employ compressed hydrogen. Most
frequently, compressed hydrogen is kept in high-pressure gas cylinders at pressures of up to 200 bar [5]. Such
cylinders should be made of a material with a high tensile strength, low density, and no hydrogen reactivity or
hydrogen diffusion. Austenitic stainless steel, copper, and aluminium alloys have been the materials most frequently
employed to date.

Liquid Hydrogen

Hydrogen needs to be cooled to its critical point of minus 240°C in order to become a liquid. However, it needs to be
chilled to roughly - 253°C in order to be completely liquid under atmospheric pressure. By repeatedly compressing,
cooling, and expanding the gas, such as with the Joule-Thompson cycle (Linde cycle), the gas is made to liquefy.
The energy needed to liquefy the gas, which can be almost half as much as the energy needed to burn the hydrogen, is
a disadvantage of liquid hydrogen storage, as was already mentioned.

Ammonia

Through synthesis and subsequent ammonia cracking (decomposition), ammonia can be utilised as a fuel or as a
means of transporting hydrogen.

Ammonia (NH3) has a higher hydrogen density than other hydrogen storage materials, is simple to catalyse, and can
be produced and distributed using well-established processes. Ammonia has the potential to take the place of fuels
that produce carbon dioxide in a number of transportation applications. Similar to hydrogen, it only releases water
and nitrogen as byproducts of combustion when burnt in internal combustion engines, but this avoids the logistical
and safety issues associated with using hydrogen fuels in motor vehicles.
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At room temperature, ordinary carbon steel can be utilised as the material of construction, but specific steels are
needed at low temperatures to prevent embrittlement.

Metal Hydrides

A different way to store hydrogen is as a metal hydride in the solid form, which is very useful for hydrogen-powered
cars. Different metals and alloys can act as "carriers" because they can reversibly absorb hydrogen to generate metal
hydrides [6]. An early transition metal (such as titanium or vanadium), a rare-earth metal, or magnesium are
categorised as metal A, A2B, AB, AB2, and AB5 while aluminium, chromium, cobalt, iron, nickel, or manganese are
classified as metal B. The ability of the "carrier" to absorb and release the hydrogen repeatedly without degrading is
the most crucial aspect in connection to the actual use of metal hydrides [7].

CHALLENGES IN THE TRANSPORTATION OF HYDROGEN

Currently, hydrogen is moved via land and sea from the point of production to the point of usage. On land, it is
moved in cryogenic liquid tanks or compressed gas cylinders over road, rail and pipeline. Through the use of
hydrogen "carriers" or cryogenic liquid tanks, it is carried by sea.

Pipelines

Pipelines are employed when there is a sizable demand for a product that is anticipated to last for a considerable
amount of time. There are many parallels between the transportation of natural gas and hydrogen gas. To determine
if natural gas pipes can be converted to hydrogen, a lot of study is now being done in this area. Liquid hydrogen
'carriers' like ammonia, cyclohexane, and methanol are also transported through pipes, although not in the same
pipeline as hydrogen gas since the design specifications differ greatly.

Concerns about safety are particular to the transportation of hydrogen. Regarding pipelines, there are a number of
extra issues. The pertinent codes and standards handle them

Rail and Road

In the case of hydrogen gas, compression is required before the hydrogen may be delivered. The starting pressure of
the hydrogen that needs to be compressed plays a major role in the energy need for compression. 0.7 kWh/kg of
hydrogen will be needed if it is expected that hydrogen must be compressed from 20 to 200 bar [8]. A reasonable
estimate of the energy needed for the liquefaction process in the case of liquid hydrogen is 10 kWh/kg hydrogen. The
energy needs for auxiliaries, flash gas control, losses, and boil-off during the liquefaction process are also taken into
account in this number.

The option as to whether to transport hydrogen as a gas or a liquid comes down to cost and how the hydrogen is kept
at the producing site. The design and material issues related to hydrogen storage and transportation by road and rail
are fundamentally the same.

Transport by Sea

Transporting hydrogen by sea other than as a liquid is not economically feasible. Any kind of hydrogen delivery other
than as liquid, by sea is not economically feasible. Under atmospheric pressure and minus 253°C, liquid hydrogen is
transported; under these conditions, it takes up around 0.1% of the volume it did when it was a gas [9]. While many
of the difficulties encountered while shipping liquid hydrogen at sea are comparable to those encountered when
transporting LNG at minus 160°C, the transportation of liquid hydrogen also poses certain particular difficulties.

CONCLUSIONS
The need for a continuous dedication to enhancing operational safety is underscored by the growing utilization of

hydrogen across various industries in recent times. The crucial role of safety considerations in fostering public
acceptance cannot be overstated. This analysis delves into the diverse landscape of hydrogen applications in the
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transportation and energy sectors, with a specific focus on aspects like storage, transmission, and, notably, safety.
Emphasis is placed on anticipating potential risks, establishing applicable standards to define permissible operational
areas, and implementing reliable equipment and guidelines as fundamental elements for the secure utilization of
hydrogen technology.
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Abstract: Piezoelectric nanogenerators (PENGs) are a great option for developing renewable energy sources because of their
adaptability, flexibility, and scalability. The kinetics of energy transmission and its implications for energy harvesting using
piezoelectric mechanisms are emphasized in this research, which looks into the mechanics of droplet impact on a flexible
cantilever-like surface. Surface wettability, droplet height, and impact speed are some of the characteristics that we simulate to
find out how they influence surface deflection, force generation, and piezoelectric output. In order to better understand the
intricate relationships between fluid dynamics and structural reactions, our research makes use of COMSOL Multiphysics. To
optimize PENGs and make the most efficient use of the mechanical energy transferred by droplet collisions, it is essential to have
a firm grasp of these interactions. Both the basic knowledge of energy harvesting systems and the creation of novel,
environmentally friendly energy solutions with broad applicability are enhanced by this research.
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INTRODUCTION

The term piezoelectricity, is derived from the Greek word “piezein”, which means to press. So, the term
piezoelectricity refers to the phenomena in which specific materials with charge delocalization capabilities produce
an electricity when exposed to mechanical stress. This concept governs the functionality of piezoelectric devices,
which are progressively employed in applications including tunable and implantable devices, sensors, and self-
sustaining electronics. With the increasing significance of energy gathering technologies, the adaptability and efficacy
of piezoelectric nanogenerators render them essential for future advancements.

A standard piezoelectric device comprises three primary components: (a) a piezoelectric coating that produces
electrical energy, (b) a substrate that supports the piezoelectric material, and (¢) an electrode that conveys the created
electrical energy to a storage system. Piezoelectric devices can be classified as unimorph or bimorph piezoelectric
nanogenerators (PENG) based on the arrangement of their components.

Understanding the droplet impact dynamics on flexible substrates becomes a crucial point for enhancing piezoelectric
devices when targeting grass leaf-like applications. In a recent study, by Chen et al. [1] (2016), they study the
interaction behaviors of water droplets with both solid and flexible materials by varying the falling droplet's Weber
numbers. Their results show that droplets striking soft surfaces with low Weber numbers tend to rebound, but larger
Weber numbers lead to droplets dispersing before coming to rest. Analyzing such fluid structure interaction becomes
essential when dealing with applications involving energy harvesting from vibrations or impacts, as it directly leads
to the changes in net the mechanical stress and forces experienced by the piezoelectric material.

Similarly, Weisensee et al.[2] in 2016 in one of their research projects demonstrated that the modulus of elasticity of
a soft surface affects droplet behavior, suggesting that softer materials can improve the efficacy of piezoelectric
devices. Alizadeh et al. [3] (2013) observed that substrate flexibility can substantially influence droplet behavior upon
impact, resulting in changes in the energy produced by piezoelectric coatings. The capacity of a flexible beam to
efficiently distribute the net stress due to droplet impacts can directly influence the efficacy and dependability of
energy harvesting.

This article aims to computationally explain the droplet impact dynamics on a thin, flexible cantilever beam in order
to assess the net stress experienced by the structure ultimately leading to its capacity to generate energy via utilizing
piezoelectricity. To better understand the fluid structure interaction behavior on a flexible beam, COMSOL
Multiphysics 6.2 is utilized which supports the coupling three different physics modules: (a) laminar for fluid
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dynamics, (b) phase field for interface tracking, and (c) structural mechanics for evaluating deformation and stress.
Our simulations will concentrate on a droplet with a diameter of 4 mm descending freely from a height of 10 mm,
maintaining a constant simulation duration of 0.02 seconds. Simulation results shows that the beam experiences a net
average force of approx. 15 N/m’ is applied over the spreading area of the droplet. If the beam is made up of
polyvinylidene fluoride (PVDF) it can generate a maximum of 7V. Understanding the interaction between droplets
and flexible beams helps improve the design and efficiency of piezoelectric devices, hence advancing energy
harvesting technology.

METHODOLOGY

A 2D domain of 70 mm x 40 mm is selected as a computational domain which is filled with air. A beam of length 50
mm x 0.1 mm is placed inside the domain, and droplet of radius 2 mm falling with the velocity of 1.4 m/s is placed
just above the beam at a distance of 7 mm from the leading edge as shown in Figure 1a. The overall domain is
divided into an extremely fine quadrilateral mesh with 2™ order of refinement and total 252704 number of elements.
Defining droplet impact on a thin and flexible cantilever surface is a complex mechanism and requires several
mathematical models to define it with accuracy. We have employed the following mathematical models: a) Laminar
Flow: To define falling of the droplet, b) Solid Mechanics: To define mechanics of the beam, and c) Phase Field: To
track the fluid-solid interface.

a) W

0

Figure 1 Computational Domain for a) Fluid Structure Interaction, and b) Piezoelectric Energy Harvester
RESULTS

Droplet is assumed to be in a laminar nature. A flow is said to be laminar as long as the Reynold’s number stays
below a certain critical limit. Two domains are defined under this model, which are droplet and air. This model solves
the Navier Stokes and Continuity equation. Flow is incompressible and we have also included the effect of gravity.
The equations used to define this model are:

PV Uppyig= 0 (1)

dupiyia

o TP (Wrinia Npruia= V. [-pl + K] + F + pg(2)

Phase Field method is used for tracking of the interface. In the phase-field method the criteria are a function (phase
field function) of [-1, +1], that in first phase area this function is +1 and in another one is -1. Using this function, the
interface is where that this function is zero. This function has smooth variation, in a narrow area near the interface
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The solid mechanics interface is used when we need to find stress, strain and displacement. It is based on equation of
motions of a body. We have taken the default material which is Linear Elastic Material. The equations used to define
this model are:

V. (FS)T +F, =0, F=14 Vuga (0)

Further the voltage output using PVDF based piezoelectric device is simulated by coupling Solid mechanics along
with electrostatics. The equation used to define piezo electricity are:

D =dT + &y&prE . E = —VV (7

The impact dynamics analysis carries out over superhydrophobic beam shows dynamic behavior of Fluid structure
interaction and its possible application in the field of piezoelectric based energy harvesting. A water droplet with a
diameter of 4 mm falls from a height of 10 cm, converting potential energy into kinetic energy as it descends. The
velocity (v) of the droplet upon impact can be calculated using:

v=.,2gh (8)

where g is the acceleration due to gravity. Upon hitting the beam, the droplet makes contact in about 1 ms, leading to
deformation and energy transfer. By 2 ms, the droplet transfers most of its energy to the piezoelectric beam and
attains a pancake shape with bulged edges, indicating significant deformation. This shape change affects the contact
angles with the surface, which can influence the behavior of the droplet. The cantilever beam experiences maximum
deflection over time, with the maximum von Mises stress occurring at the fixed end, reaching 2.5 MN/m?” as shown in
Figure 2b. From Figure 2c it’s clear that for a given simulation time the relationship between deflection and time is
nearly linear, indicating a predictable response to the droplet's impact. The stress generated in the beam due to the
droplet's impact creates a driving force for a piezoelectric (PVDF) beam, resulting in a peak electrical output of
approximately 7 V as shown in Figure 2d. This interplay between mechanical deformation and electrical generation
highlights the potential for using impact-driven systems for energy harvesting applications.

)

b)

=1

=
—
—1

)

Tip displacement (mm)
Voltage (V)

0.008 0.01 a.00% [TH

Time (s) Length (mm)

Figure 2 a) Beam position and droplet deformation at t = tf, b) Max von Mises stress experienced by PENG, c) Time
history of beam tip position, and d) Voltage generated by PENG throughout the length

Chemicals & Hydrocarbons: Net Zero, Sustainability 209



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

CONCLUSION

Piezoelectric nanogenerators (PENGs) are can be considered as a key to tap energy that is ultimately lost to
environment to their versatility, flexibility, and scalability. The current article uses COMSOL Multiphysics to analyze
the fluid-structure interaction dynamics of a flexible beam, with the objective of optimizing PENGs and maximizing
the mechanical energy derived from droplet impacts. The study primarily focusses on the significance of
comprehending the interaction between droplets and flexible beams to enhance the design and efficiency of
piezoelectric devices, hence progressing energy harvesting technology. The article emphasizes on understanding the
droplet impact behavior upon flexible cantilever type substrate. The research seeks to advance the fundamental
understanding of energy harvesting systems and the development of innovative, sustainable energy solutions with
wide-ranging applicability.

The research examines the potential of a single water droplet on a superhydrophobic piezoelectric beam as a source of
energy and stress, ultimately investigating its behavior and possible applications in the fields of piezoelectric energy
harvesting. With a 4 mm diameter, the droplet lowers from a height of 10 cm to convert potential energy into kinetic
energy. Within 1 ms, the droplet makes contact with the beam producing deformation and energy transmission. The
droplet distributes most of its energy to the piezoelectric beam within two milliseconds, producing a pancake shape
with projecting edges. Over time, the cantilever beam experiences maximum deflection; peak von Mises stress results
at the fixed end. The collision of the droplet creates a driving force for a piezoelectric (PVDF) beam, therefore
producing a maximum electrical output of over 7 V from the stress applied in the beam. The coupling of mechanical
deformation with electrical generation emphasizes the possibilities of impact-driven devices for energy collecting
uses.
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Abstract: This study focuses on the production of wood dust-derived amine functionalized activated carbon for CO, capture
applications. Wood dust has been employed as the carbon precursor. A quick and scalable one-step procedure is used to attach
long-chain amine groups, (3-Aminopropyl) triethoxysilane (APTES) & tetraethylenepentamine (TEPA), to the surface of activated
carbon (AC) obtained from the carbonization of wood dust to functionalize it. An in-house adsorption set-up has been utilized to
test the CO, capture capability of the synthesized adsorbents. Under ambient conditions, the adsorbents have demonstrated
adequate adsorption performance (~0.8 mmol/g at 32°C and 1 bar). Characterizations carried out on the samples indicate
reversible physisorption of CO, on the adsorbents. The interaction of the long-chain amines and the naturally sourced reducing
agent L-ascorbic acid has been observed to be a key factor in determining the CO, capture potential of the prepared capture
materials. These adsorbents may be considered as a sustainable alternative for the capture of CO,.

Keywords: Activated Carbon; Wood Dust; CO, Capture,; Sustainable; Adsorption
INTRODUCTION

Numerous mitigation strategies are being enforced to reduce the release of CO, into the atmosphere. Among such
strategies, direct air capture (DAC) of CO, may be considered the most effective option[1]. Multiple plants have been
set up and are being used to remove carbon dioxide from the atmosphere. However, these plans are mostly restricted
geographically to developed countries[2]. Such measures must be implemented on a global scale to significantly
reduce the amount of carbon dioxide in the atmosphere. This effort will require significant capital and land resource
investment. A significant contributor to the cost is the mode of adsorption implemented and the adsorbent being used
in the process[3]. Numerous adsorbents have been investigated with good potential for CO, capture. Adsorbents
based on advanced materials like graphene, cellulose & metal-organic frameworks have shown very high CO, capture
capability[4]. AC is a material which may be used as an alternative. AC may be produced relatively simply by
pyrolysis of a precursor material and has been observed to possess a lot of characteristics similar to advanced
materials, required to capture CO,. Some investigations have highlighted the CO, capture potential of AC[S5].
Techniques used to modify and improve adsorbent materials like graphene may be used to improve AC as well[6]. In
this work AC has been produced by pyrolizing wood dust obtained from the waste of furniture industry with KOH
activation for CO, capture capabilities.

MATERIALS AND METHODS
Preparation of Amine-Functionalized AC

Wood dust was collected from the local carpentry shop and use as a precursor material for AC preparation. The wood
dust was carbonized under nitrogen protection inside a pyrolizer at a heating rate of 10°C min™ to 400°C for about 2
hours. The carbonized samples were blended with one molar KOH solution and activated by pyrolysis at 600°C with
nitrogen gas protection. After activation, the samples were washed several times with one molar HCL to remove
inorganic salts and washed with distilled water to attain a neutral pH. The samples were then dried in a hot air oven at
80°C for 24 hours[7]. This sample was denoted as NFAC (Non-functionalized activated carbon). 1g of the same
sample was taken and mixed with 10 mL of water, to which 2.5 mL of glutaraldehyde and one gram of (3-
Aminopropyl) triethoxysilane (APTES) was added and the preparation was freeze-dried for 24 hours[8], this was
named as SET A. Similarly SET B was prepared by adding 1g of L-ascorbic acid to SET A to reduce the oxygen
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functionalities before freeze-drying and it was named as SET B. In another set tetraethylenepentamine (TEPA) was
used in place of APTES in SET A and SET B, to obtain SET C and SET D.

CHARACTERIZATION OF MATERIALS

The distribution of surface functional groups was analyzed using conductometric titration making use of
conductometric electrode Hanna instruments. FTIR spectroscopy (JASCO 4700LE) was used to identify functional
groups on the functionalized AC in the range of 4000 to 400 cm™ and a resolution of 4 cm™.

CO, ADSORPTION EXPERIMENTS

Direct Air Capture (DAC) adsorption/desorption experiments were performed using an in-house setup.
Approximately 0.2-1 g of sorbent was placed in the adsorption chamber. CO, concentration at the reactor inlet and
outlet was analyzed using an IR-based sensor, Thermoscientific 410i CO, analyzer. Each DAC sorption cycle
consisted of an isothermal adsorption step at 30°C, followed by a desorption step in which temperature was raised up
to 50°C at 2°C.min . During the adsorption step, zero air was flown at 0.5 L.min ' with relative humidity fixed at
0%. The CO, concentration in the air flowing out of the sample was analyzed by the CO, analyzer. The amount of
CO, adsorbed [mmolCO,/g] is then calculated in the following way:

T in _ out
Aqﬂds = J‘(:;lds na.,(cmz Ccol)dt (l)

mg

in

co is the concentration of the CO, in the inlet air,
2

Where ng is the concentration of the CO, in the outlet air, ¢
2

with a mass flow rate ng;., my is the mass of the sample [9]. Which has been modified to

air»

(cnut _gout )
L €O2(tpni) ~COz(tags)

Aqads = Mg X - me X tads (2)
5
Where ¢ is the concentration of the CO, in the outlet air after adsorption time t,g, and c™ is the
CO, (t,gs) COL (L)

concentration of the CO, in the outlet air initially.
RESULT AND DISCUSSION
Conductometric Titration

Acid-base titration was employed to study grafting of amine groups to AC by conductometric titration for NFAC and
functionalized derivatives SET A to D. 0.035 g of each prepared sample were suspended in 65 mL distilled water and
0.2 ml of 0.1M HCI solution was added in that suspension. The mixture was titrated against 0.01 M NaOH until a
level of pH was reached. The degree of oxidation of each sample was calculated from the modified version of the
formula written below[10]

162 XC X(Vz=V,)

DO = - x 100 (3)
m=36 XCx (Vz=Vq)

Modified to

DO = 12 xC x{Va-V,) % 100 (4)

m-=36 xCx (V,-V4)

Here C is the NaOH concentration, V1 and V2 are the volume of NaOH and m is the weight of the dried sample. The
percentage of surface functional groups have been evaluated from the titration curves, which are provided in Table 1.
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Table 1 Percentage of surface functional groups

SET DO (%) Amount of -NH groups Amount of -NH: groups
(%) (%)
SET A 0.31 0.84 5.70
SETB 0.27 1.30 2.94
SETC 0.17 1.31 0.91
SETD 0.29 1.39 .88

Functionalized samples SET A and SET B show an increased DO as compared to NFAC, which may be due to
reintroduction of oxygen functionalities during functionalization by APTES which has oxygen present in itself.
However, the increased DO values observed for derivatives functionalized by TEPA which is without oxygen may be
due to atmospheric oxygen bonding during functionalization. Comparing SET A and SET B indicates the introduction
of L-ascorbic acid reduces the amount of -NH, groups and increases the amount of -NH groups in the presence of the
APTES. Both -NH, and -NH group percentage is reduced upon introducing L-ascorbic acid during the
functionalization of NFAC by TEPA. SET A has a greater percentage of -NH, groups than SET C, while a lesser
percentage of -NH group on the surface.

FTIR Analysis

FTIR spectral characterization was carried out in the region of 450-4000 cm™ to understand and differentiate the
molecular structure functionalized NFAC[11]. In Figure 1, the peak at 1402 cm™ due to the bending of the O-H bond
in alcohol and carboxylic acid is retained after carbonization, indicating incomplete removal. Comparing the FTIR
data of SET A, and B, in Figure 1, a broad peak is observed for SET A at 3455 cm™ indicating the reintroduction of
oxygen functionalities during functionalization by APTES, and this peak subsequently deconvolutes to two smaller
peaks in SET B, observed at 3455 cm™ and 3298 cm', the latter is due to NH stretching of aliphatic primary amine
and points towards a successful functionalization by APTES and reduction due to addition of L-ascorbic acid. A more
pronounced peak is observed for SET B at 1597 cm™ due to N-H bending of amine groups, which may be indicative
of better amine functionalization due to the presence of a reducing agent. Comparing SET C, and D, the broad peak
observed at 3455 cm™ increases for SET D which may be indicative of ineffective removal of oxygen by L-ascorbic
acid in the presence of TEPA yet the peak at 1597 cm™ is more refined and hence L-ascorbic acid is successful in
facilitating greater functionalization by TEPA leading to increase in amine functionalities.
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AN e 1 ——-—hh-d—__/‘-\_\/\/—\ /\'\J\/\
i SETB \/
3
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: |
gl
[—.
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Figure 1 FTIR analysis and comparison of SET A, SET B, SET C and SET D

The peak around 2881cm™ attributed to CH stretching of —CH, group is present in all the samples. There is CH,
deformation at 1441 cm™, and CH; deformation at 1315 cm, due to heat treatment causing rupture in carbon
structure during liberation of oxygen groups. Many peaks were also observed for the functionalized samples in the

Chemicals & Hydrocarbons: Net Zero, Sustainability 213



39th INDIAN ENGINEERING CONGRESS, 20-22 DECEMBER 2024, KOLKATA

Irresistible India: A Global Engineering Powerhouse

1500 cm™ region and beyond characteristic to —C-O stretching between 1200 cm™ and 1000 cm™ which is indicative
of reintroduction of oxygen functionalities during amine grafting.

CO, Adsorption Capacity

From Figure 2, SET B has the highest DAC CO, adsorption as compared to NFAC and all other functionalized
substrates. Comparing the adsorption capacity for NFAC with that of SET A the reduction in the functionalized
derivative may be attributed to stearic hindrance introduced by APTES reducing uptake of CO,. This inference is
observed from Table 1, which shows a remarked increase in DO surface groups indicating stearic hindrance being the
reason for reduced adsorption of CO, for SET A as compared to NFAC. It may be also noted from Table 1, that there
is an increase in the percentage of surface -NH, groups and a decrease in surface -NH groups in SET A. Comparing
NFAC with the highest performing CO, adsorbent SET B based on surface functional groups show an increase in
oxygen-based surface functionality and -NH, and -NH, based surface functionality for SET B, which indicates that
irrespective of stearic hindrance, surface -NH groups are likely the key factor in deciding the CO, adsorption capacity
of prepared samples especially due to functionalization by APTES. This increase in -NH surface functional groups
may also be interpreted from Figure 1, where the FTIR curve for SET B has a sharp peak at 1597 cm™ which is a
result of N-H bending of the same -NH surface functionalities. This dependence on surface -NH group is reaffirmed
upon comparing the surface functionalities of SET A and SET B from Table 1. This increase in surface -NH may be
due to the presence of the reducing agent L-ascorbic acid. Such an effect is not observed when comparing TEPA
functionalized derivates, where the presence of a reducing agent greatly reduces CO, adsorption capacity. The FTIR
comparison indicates greater functionalization by amine for SET D, with more pronounced peaks at both 1597 cm™
and 3298 cm.
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Figure 2 Comparison of adsorption capacity for NFAC, SET A, SET B, SET C and SET D

However, these changes are mostly restricted inside the structure of the molecule and not at the surface observed from
Table 2 indicating a notable decrease in surface functionalities responsible for improving CO, capture capacity.
Comparing SET A and SET C, APTES functionalized and TEPA functionalized AC without the reducing agent from
data in Table 1 establishes -NH surface functionality as a primary facilitator for CO, capture capability, also reduced
oxygen functionality indicates to oxygen functionalities acting as an inhibitor towards CO, adsorption via stearic
hindrance. This is evident from the general structure of APTES which consists of oxygen as compared to the absence
of oxygen in TEPA. This oxygen-based hindrance is removed upon treatment by a reducing agent greatly improving
CO, adsorption. So, two primary factors that decide the CO, uptake capacity of amine-functionalized activated
carbon are the surface-NH functionality, which improves the CO, adsorption capacity the presence of reducing
agents; and surface oxygen functionalities which hinder the CO, uptake via steric hindrance.

CONCLUSION

Amine functionalized AC have been prepared from wood dust precursor by using a mild carbonization technique
providing an effective route to synthesize CO, capture devices. APTES functionalized AC with a reducing agent, L-
ascorbic acid yields an adsorbent with a CO, capture capacity of 0.79 mmol/g at 32°C at 1 atm. Isotherms obtained
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from BET study indicate, adsorption on a mesoporous solid, followed by capillary condensation. This work also
sheds light on surface-based -NH functional groups and oxygen functionalities playing a major role in determining
the CO, adsorption capacity and the influence of reducing agent, namely L-ascorbic acid during the functionalization
process.
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Abstract: The textile industry is in a new era where it has gradually evolved beyond conventional applications to integrating fibres
composed of multi-materials to create newer functional and smart fabrics. These fibres may comprise various materials like
metals, ceramics and various polymers. The combination of different materials enables a multitude of advanced applications like
energy storage, health monitoring or wearable textiles. Fibres with core-sheath configuration are regarded as a notable
development, offering multi-functionality that arises from incorporating different materials. With continued research in this
direction, despite encountering problems in scalability, recent developments in fabrication methods have been shown to produce
fibres with improved flexibility, durability, and conductivity. These developments make the fibres suitable for advanced operations.

Keywords: Energy storage devices, Functional; Multi-material fibre; Smart textiles

INTRODUCTION

Traditionally known for producing garments, home furnishings, and industrial fabrics, the textile industry has
undergone a paradigm shift by introducing advanced materials and technologies. As the world approaches sustainable
energy solutions, there is increasing demand for flexible, wearable, and lightweight energy storage devices that
seamlessly integrate with everyday objects. One emerging field is textile-based energy storage applications, where
fibres with enhanced functionalities are incorporated into textiles to store and manage energy. Among the most
exciting developments is the creation and application of multi-material fibres [1]. These fibres are composed of two
or more materials engineered to exhibit enhanced or novel properties. By integrating multiple materials into a single
fibre structure, researchers are opening up possibilities for textiles beyond basic functionality, paving the way for
intelligent, interactive, and multifunctional fabrics.

Multi-material fibres can incorporate different polymers, metals, ceramics, and even biological materials, allowing for
a wide range of physical, chemical, and mechanical properties. This versatility makes them suitable for various
applications in sectors such as healthcare, energy storage, environmental monitoring, and wearable electronics.
Integrating such fibres into textiles holds the potential to redefine what fabrics can do, extending their use beyond
conventional applications and into the realm of intelligent textiles.

Traditionally, the textile industry relied on single-material fibres like cotton, wool, synthetic polymers such as
polyester and nylon, or their blends. While these materials have served well in various applications, they offer limited
scope for achieving advanced functionalities. The advent of multi-material fibres addresses these limitations by
combining materials with complementary properties. For instance, a fibre might be composed of a conductive
polymer for electrical conductivity, a thermoplastic material for flexibility, and a ceramic component for thermal
resistance. This opens up new possibilities for creating textiles that can conduct electricity, regulate temperature, or
even respond to external stimuli such as light, temperature, or pressure.

One key development in this area is the fabrication of core-sheath fibres, where one material forms the core and the
other forms the outer layer [2]. These fibres allow for functional separation within a single fibre structure, such as a
core made of a conductive material for electrical functionality, surrounded by a protective polymer sheath for
mechanical durability and wear resistance. Coaxial extrusion, electrospinning, and thermal drawing techniques have
been particularly useful in producing these multi-material fibres.

One of the primary advantages of multi-material fibres is their ability to offer multi-functionality in a compact and
efficient form. Instead of using separate components to achieve different functions, such as sensors or energy storage
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devices sewn onto fabrics, multi-material fibres allow these functions to be integrated directly into the fabric's
structure. This leads to a more seamless and durable solution, making the final textile more comfortable, lightweight,
and adaptable. For instance, multi-material fibres can incorporate sensing and energy harvesting capabilities, making
them ideal for wearable technology. Fibres embedded with conductive materials and piezoelectric elements can
harvest energy from movement or environmental stimuli.

In contrast, fibres containing sensors can monitor physiological parameters like heart rate, temperature, and blood
pressure. This opens up a wide range of applications in medical textiles, where fabrics not only cover the body but
also monitor health in real-time. Another advantage is the customisability of multi-material fibres. By carefully
selecting the materials and their arrangement within the fibre, specific properties such as strength, flexibility,
conductivity, and thermal resistance can be precisely tailored to meet the requirements of different applications. This
makes multi-material fibres particularly attractive for industries like aerospace, where high-performance textiles are
required to withstand extreme environments.

Energy storage is another field where multi-material fibres are making significant strides. By incorporating
electrodes, electrolytes, and current collectors into the fibre structure, textiles can serve as flexible, lightweight energy
storage devices. Such textiles could be used in portable electronics, allowing users to charge their devices on the go
simply by wearing their clothes. In the future, smart textiles could harvest and store energy from the environment,
making them ideal for applications in remote areas or during outdoor activities.

Energy storage is a key challenge in developing portable and wearable electronics, particularly in applications
requiring flexibility and conformability such as smart textiles. Conventional batteries, though effective in terms of
capacity and output, suffer from inherent limitations when integrated into textiles, such as weight, rigidity, and
limited flexibility. Additionally, wearable devices often demand multifunctionality, such as the ability to stretch,
bend, and flex without compromising energy storage capabilities. This is where multi-material fibres come into play.
Their ability to integrate diverse functionalities in a single fibre structure makes them ideal candidates for the
development of flexible, textile-based energy storage devices.

RECENT DEVELOPMENT ON MULTI-MATERIAL FIBRES

The development of multi-material fibres offers innovative solutions for next-generation flexible energy storage
devices (FESDs) along with several advances in medical and smart textiles. By combining diverse materials at the
fibre level, these structures enhance mechanical flexibility, conductivity, and energy efficiency, opening new avenues
for wearable and portable energy systems. A great deal of research is currently being undertaken and some instances
are mentioned below.

Dong’s (2021) research focuses on the advancements and challenges in the field of electronic fibres, particularly
thermally drawn multi-material fibres [3]. It discusses the various materials, processes, and functionalities that can be
integrated into these fibres, highlighting their potential applications in electronics and textiles. The literature identifies
two significant areas where the potential of electronic thermally drawn fibres has not been fully utilized:Capacitive-
based microfluidic sensing; Triboelectric energy generation and self-powered monitoring. The paper discusses the
promising application of capacitance in microfluidic sensing and extends this to energy harvesting through
triboelectric effects. It notes that while fibres capable of harvesting mechanical energy are excellent for wearable
electronics, their fabrication is complex, and their performance has not yet matched that of 2D planar configurations.
The paper emphasizes the superior mechanical properties of the developed fibres, such as high stretchability (up to
560% fracture strain) and robustness, which are crucial for their integration into functional textiles that can withstand
machine washing and long-term use. A deeper understanding of the rheological dynamics that govern the viscosities
of materials used in fibre processing is also discussed. The literature also covers the integration of soft and stretchable
materials into multi-material fibres, detailing both post-thermal drawing fabrication and direct multi-material drawing
techniques. This integration is essential for developing advanced fibre electronic devices.

Yan et al.,(2019) particularly focused their research on their electronic and optoelectronic functionalities [4]. They
emphasize the importance of combining different materials with varying electronic properties to create fibres that can
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perform electronic and optoelectronic functions. This integration must occur at the sub-micrometre scale and within
specific architectures to achieve desired functionalities. A significant challenge highlighted is the functionalization of
fibres, which have unique geometries and aspect ratios compared to traditional planar substrates. The techniques
developed for rigid substrates do not easily translate to long, thin, and curved fibre substrates, making this an area of
active research. The authors also discuss recent scientific and technological breakthroughs that have enabled the
development of fibre-integrated devices with complexities comparable to conventional 2D processing techniques.
This includes advancements in materials science, fluid dynamics, and rheology that allow for better control over fibre
architectures and functionalities. The study also mentions the rising industrial interest and funding in the field,
exemplified by initiatives like the Advanced Functional Fabrics of America (AFFOA), which aims to develop the
next generation of advanced fibres and textiles.

Tao & Abouraddy’s(2012) paper also provides a comprehensive overview of the emerging field of multi-material
fibres. Itbegins by acknowledging the transformative impact of optical fibres on telecommunications and various
applications, including medical surgery and structural monitoring [5]. It sheds light on most optical fibres that are
traditionally made from silica glass, which remains the dominant material despite the development of other materials.
They also discuss the fabrication of multi-material fibres, which typically starts with a macroscopic preform. This
method allows for complex cross-sections and the incorporation of various materials. The scalability of thermal fibre
drawing enables the production of long fibres with consistent properties. Multi-material fibres have been developed
with unique functionalities, such as fibres that can detect light, heat, or sound, and those that can produce electrical
signals. These advancements suggest a shift towards integrating electronic and optoelectronic capabilities into fibre
devices.

CONCLUSION

The advent of multi-material fibres signifies a substantial progression within the textile sector, presenting a plethora
of opportunities for the fabrication of intelligent, interactive, and multifunctional fabrics. Through the integration of
heterogeneous materials into a singular fibre composition, researchers are capable of designing textiles with
augmented characteristics such as electrical conductivity, thermal resistance, and sensing functionalities. Prominent
applications of multi-material fibres encompass:

Energy storage: Textile-based energy storage devices can provide flexible, lightweight, and conformable power
solutions for wearable electronics and other applications.

Smart textiles: Multi-material fibres may be incorporated into textiles to fabricate wearable sensors, actuators, and
communication devices, thereby facilitating real-time surveillance of health indicators, environmental conditions, and
additional data.

Medical textiles: Fabrics that incorporate multi-material fibres can provide sophisticated functionalities including
wound healing, drug delivery, and patient monitoring.

Environmental monitoring: Textiles that are outfitted with multi-material fibres can be employed to assess air
quality, water contamination, and other ecological parameters.

Recent research has demonstrated the potential of multi-material fibres in various applications, including electronic
textiles, optoelectronic devices, and energy storage systems. While challenges remain in terms of scalability, cost, and
performance, continued advancements in materials science, manufacturing techniques, and integration methods are
expected to drive the adoption of multi-material fibres in a wide range of industries. Multi-material fibres offer a
promising avenue for creating innovative and functional textiles that can address the growing demand for sustainable,
intelligent, and wearable technologies. As research and development in this field continue to progress, we can expect
to see even more exciting and innovative applications of multi-material fibres in the future.
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Abstract: Discharge printing provides an additional surface embellishment by increasing the possibilities for artistic expression in
textile substances. The discharging technique allows for the development of intricate patterns by eliminating ground colour from
dark backgrounds. The study explores discharge printing on modal and crepe viscose fabrics to transform artistic concepts into
functional designs and provide designers with a competitive edge. The study uses discharge chemicals like sodium hydrosulphite,
stannous chloride, and sodium hypochlorite to obtain the desired effect. The findings explore the potentiality for reactive dyes to
be used in innovative textile designs that are visually striking and commercially viable.

Keywords: Art; Colourfastness; Design, Discharge; Textile
INTRODUCTION

Surface ornamentation on textiles has become essential to improve functional qualities and visual appeal.
Manipulating texture is one of the most inventive ways to approach surface design. It helps designers play with the
tactile and visual aspects of materials, adding dimension and depth that can turn an ordinary cloth into a unique piece
of art. Discharge printing provides an additional adaptable technique for surface design in addition to texture; it
allows for the development of complex patterns by eliminating colours from ground colour, particularly on dark
backgrounds. This technique increases the possibilities for artistic expression in textiles.

In recent years, there has been a significant shift towards integrating more creative and unconventional printing
techniques.

This study explores the use of innovative printing techniques that transform artistic concepts into functional designs
by removing the dye from the ground colour, creating intricate patterns and unique effects. This technique pushes
boundaries in fabric design, turning artistic visions into wearable art. The study assesses the impact of discharge
printing on product versatility and marketability, providing designers with a competitive edge. Reactive dyes are
widely used in the textile industry for several advantages, making them a preferred choice for dyeing cellulosic fibres
like cotton, linen, and viscose. One of the primary reasons for their popularity is their ability to produce vibrant and
diverse shades. It offers a broad colour palette, ranging from soft pastels to deep, intense hues, allowing designers to
achieve precise colour matching and rich, eye-catching designs.

The effects of the colour discharge style of printing on cotton fabric using various sulphur, acid, natural, and pigment,
focusing on reactive dyes as the ground colour have been reported in the literature [1] (Das et al., 2017). The
controlled fading of soluble sulphur-dyed cotton fabric using oxidising agents has been reported in the literature [2]
(Alam et al., 2018). A new eco-friendly reduction system has also been reported instead of the hazardous commercial
chemicals used popularly in textiles [3] (Karthikeyan & Dhurai, 2011).

TREND FORECAST 2024

An abstract print forecast for 2024 envisions a dynamic blend of organic forms, bold geometric patterns, and
expressive textures that capture the spirit of creativity and innovation. Abstract prints will continue to dominate the
fashion and interior design landscapes, showcasing fluidity, spontaneity, and a sense of freedom. This forecast
reflects society's evolving focus on individual expression, sustainability, and the blending of the digital and physical
worlds. Prints inspired by nature will take on a more abstract form, with flowing lines, gradients, and organic shapes
mimicking water, clouds, and landscapes. Overall, abstract prints in 2024 will reflect a world in transition, blending
organic and digital influences and offering limitless possibilities for personal expression.
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METHODOLOGY

In the present study, modal and crepe viscose fabrics procured from Burrabazar, Kolkata were used. Vinyl sulphone
and triazinyl class of reactive dyes obtained from M/s Colourtex Industries Pvt. Ltd., Surat, Gujratwere used for
painting purposes. Sodium alginate was used as a thickening agent to maintain the desired viscosity of the painting
paste. Resist salt, sodium carbonate, and sodium bicarbonate were used in different proportions according to the
colour composition. After painting, the fabrics were dried, followed by steaming at 102°C for 45 minutes to ensure
proper fixation of the dye.

Different discharging agents like sodium hydrosulphite, stannous chloride, and Sodium hypochlorite (Rinala) were
used to create different patterns on the fabric. Sodium hydrosulphite and stannous chloride were applied before the
steaming process, whereas sodium hypochlorite was applied after steaming.

The fabric was treated with a cationic dye fixing agent (2 g/l) and acetic acid (5 g/l)at a pH of 4-5. The treatment was
done at a temperature of 50°C for 20 minutes. After that the fabric was washed in cold water, followed by a hot wash
using a soaping agent to eliminate any residual unfixed dye that could cause bleeding. Finally, the fabric was rinsed
in warm water and dried in air. The final results are shown in Figure 1.

r

Figure 1 Discharge effect on cellulosic fabric
RESULTS AND DISCUSSIONS

Discharging with sodium hydrosulphite, stannous chloride, and sodium hypochlorite gave satisfactory results as they
destroyed the dye chromophore and helped achieve the desired effect. The colourfastness to rubbing was evaluated
and presented in Table 1. The results show that the colourfastness properties do not vary significantly when different
discharging agents are used. Sodium hydrosulphite provides excellent rubbing fastness, rating 4-5 in dry and wet
conditions. Stannous chloride and sodium hypochlorite (Rin ala) also show excellent rubbing fastness in dry
conditions, with ratings of 4-5 and 4, respectively. However, their colourfastness to wet rubbing is slightly lower than
their dry rubbing rating. This signifies proper washing and a mere deposition of unfixed dyes on the surface., with a
rating of 4, which is half a grade lower than sodium hydrosulphite.

Table 1 Colourfastness to rubbing

Sl. No. Discharging Agent Colour fastness to rubbing (Dry) | Colour fastness to rubbing (Wet)
1 Sodium hydrosulphite 4-5 4-5
2 Stannous chloride 4-5 3-4
3 Sodium hypochlorite (Rinala) 4 3-4
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CONCLUSION

This design project explored the artistic and technical possibilities of using reactive dyes in textile painting.
Throughout the project, reactive dyes proved to be a versatile and effective medium for creating vibrant and durable
designs on fabric. The project demonstrated the ability of reactive colour to produce a wide range of vivid colours
with excellent rubbing fastness, which is one of the essential qualities for painted textiles. The process allowed for
creative freedom, as reactive dyes bond chemically with the cellulose, enabling intricate patterns and designs with
precision and clarity.

However, the project highlighted some challenges, such as the careful control required in the dyeing process to
prevent unwanted colour bleeding and proper fixation and washing to ensure colour fastness. Overall, the project
successfully demonstrated that reactive dyes are an excellent choice for textile painting, combining artistic expression
with technical performance. The findings explore the potentiality for reactive dyes to be used in innovative textile
designs that are visually striking and commercially viable.
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Abstract: This study presents the development of activated carbon-embedded alginate beads for the efficient removal of Methylene
blue (MB) dye from wastewater. The adsorbent was prepared by incorporating activated carbon into a sodium alginate matrix,
followed by coating with calcium chloride. The effects of pH, adsorbent loading, and dye concentration on MB adsorption were
investigated. The results demonstrated that the prepared beads exhibited optimal MB removal efficiency of ~66% at pH 4, an
adsorbent loading of 1 g/L, and 100 ppm of dye concentration. The adsorption mechanism was influenced by the cationic nature of
MB and the surface properties of the adsorbent. Overall, the developed activated carbon-embedded alginate beads offer a
promising and sustainable solution for the treatment of dye-contaminated wastewater.

Keywords: Activated Carbon; Alginate Beads; Dye Removal; Adsorption; Wastewater Treatment
INTRODUCTION

Freshwater scarcity is a rising issue that is a global concern at current times. Water bodies have been contaminated by
a wide range of pollutants, including domestic waste, agricultural runoff, and industrial effluents, which have led to
the degradation of aquatic habitats and the interruption of essential ecological processes[1]. Statistics show that in the
last 20 years dye production has considerably reduced in USA and Europe whereas in Asian countries like China,
South Korea, and India, production and consumption of dyes in various industrial sectors has constantly increased[2].
Synthetic dyes in effluents are particularly hard to remove because of their resistant nature and non-degradability[3].
Thus, the development of highly effective, commercially feasible, and ecologically friendly technology to handle the
treatment of wastewater contaminated with dyes is imperative[1]. Methylene Blue (MB) is the most widely used dye
in the textile and dyeing industry out of all the available dyes. It is poisonous to humans and can cause several
illnesses, including vomiting, paralysis, and disorientation. Scientists are therefore drawn to developing novel
methods that can effectively extract MB from polluted water[4]. Among various methods used in dye removal,
adsorption is a widely known and widely used procedure. Using a highly adsorbent material like activated carbon for
the removal of dye from wastewater has been explored in various studies before. In such a study nickel oxide
nanoparticle and activated carbon composite was used inside alginate beads for catalytic reduction of Congo red dye.
They observed 99.67% dye conversion at 80 ppm of dye concentration for catalyst dose 11 mg and NaBH4
concentration of 0.05 M[5]. Another similar study used activated carbon-alginate-polyaniline composite beads for the
removal of Methylene blue dye. They observed 774.6 mg/g of adsorption capacity where the adsorption mechanism
followed the Langmuir Model[1]. In one experiment novel adsorbent gel beads were synthesized by combining iron
oxide, activated carbon, B-cyclodextrin, and sodium alginate. Their observed adsorption capacity was 5.882 mg/g
from methyl violet and 2.283 mg/g for brilliant green[6]. Activated carbon-chitosan-alginate beads powder was used
for absorbance of cationic dyes like Methylene blue and Methyl violet 2B in one such study. They observed a
maximum adsorption capacity of 1.23 mmol/g for Methylene blue and 1.23 mmol/g for Methyl violet 2B[7]. 248.8
mg/g of maximum adsorption capacity was observed for Methyl red dye, where the hydrogel membrane used for
adsorption had activated carbon and sodium dodecyl sulfate-modified montmorillonite clay embedded into sodium
alginate[3].

In this study a novel iron-based carbon co-ordinate linker was used in preparation of the activated carbon, to interlink
the carbon structure for enhanced adsorption properties. These activated carbon-embedded alginate beads were used
to study the adsorption of Methylene blue dye in water.
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METHODOLOGY

A) Beads Preparation: To prepare activated carbon loaded alginate beads, at first sodium alginate and activated
carbon (2:1) solution was prepared in 100 ml water. This solution was stirred for 30 minutes at 400 rpm. 10% calcium
chloride solution was prepared and the sodium alginate-activated carbon solution was dropped in the calcium chloride
solution from a height of 5 mm, one drop per second. The beads were kept in the solution overnight for hardening,
washed thoroughly with distilled water after 24 hours, and stored at 4°C temperature. 500 ppm 1000 ml Methylene
blue dye was prepared as a stock solution.

B) pH Variation Study: To study the effect of different pH of the dye solution on absorbance, a pH variation study
was conducted. 100 ml of 50 ppm MB dye solution was prepared from the stock solution. Five different pH values
2,4,6,8 and 10 of 50 ppm MB dye solution were prepared using 0.1M HCI and 0.1M NaOH solution. Beads’ loading
was kept at 1g/1. The solutions were kept inside the incubator for 24 hours at 100 rpm and 25°C.

C) Adsorbent Loading Variation Study: To investigate the effect of different adsorbent loading on the absorbance
of the dye, a loading variation study was carried out as well. Keeping the pH value with the highest absorbance rate
from the pH variation study constant, adsorbent loading was varied as 0.25 g/, 0.5 g/, 1 g/l, and 2 g/ for 50 ppm MB
dye solution. The solutions were kept incubated for 24 hours at 100 rpm and 25°C.

D) Dye Concentration Variation Study: Now that the optimum pH value and adsorbent loading for the highest
absorbance rate were derived, keeping these values constant a concentration variation study was conducted to deduce
the effect of different concentrations of MB dye solution on absorbance rate. From the stock solution of 500 ppm,
different concentration solutions were prepared such as 50 ppm, 100 ppm, and 200 ppm. The solutions were kept
under incubation at 100 rpm, 25°C temperature.

RESULT
The adsorption of MB dye in the various studies was measured by UV-Vis at 665 nm wavelength.

A) Effect of pH: In the case of the pH variation study, the adsorption rate of MB against various pH is shown in
Figure 1. It was noticed that from pH 6 to 10 through 8, the adsorption rate did not vary significantly. At slightly
acidic pH 4, adsorption drastically increased at 66.22%, though at pH 2 it decreased once again. It can be derived that
the adsorption works best in a slightly acidic environment. Methylene blue is a cationic dye in nature. From the
observed results it can be said that in the acidic environment, cationic dye MB is not forming a stable suspension or
not being well dispersed. Hence it is rather getting adsorbed inside the adsorbent and the tendency of desorption is
low. The dye molecules are settling well inside the adsorbent rather than being part of an unstable environment
outside. However, too acidic a solution is disrupting the whole adsorption mechanism altogether. Whereas in basic
solution, the dye is stabilized which is affecting the adsorption process negatively and there is not much effect.

B) Effect of Adsorbent Loading: In the loading variation study, the pH of the dye solution was kept constant at 4,
based on the results of the previously carried out pH test. The loading variation study result is shown in Figure 2.
From the figure it can be clearly deduced that the adsorption percentage is quite high for 1g/l loading, compared to
other adsorbent loading values. For 1g/1 loading, the adsorption is at 66.22% which drastically decreased to 16.13%
when the loading capacity was increased to 2 g/l. it can be said that higher loading of adsorbent was causing
hindrance for a stable and increasing absorbance.

C) Effect of Dye Concentrations: The concentration variation study was carried out keeping pH 4 and loading 1 g/l
constant, for dye concentrations 50 ppm, 100 ppm, and 200 ppm. The dye adsorption for 50 ppm solution was 38.3%
and it was 44.29% for 100 ppm dye concentration. Following this trend, the adsorption should have increased to 200
ppm but from Figure 3 it can be clearly deduced that the adsorption rate decreased to 41.55%. This decrease in
adsorption percentage might be due to the increase in dye concentration where the presence of excessive dye
molecules in the solution is affecting the adsorption mechanism and the percentage is decreasing.
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Figure 3 Effect of dye concentration on % dye adsorption after 24 hours
CONCLUSION

This study successfully developed and characterized activated carbon-embedded alginate beads for the removal of
Methylene blue (MB) dye from wastewater. The results demonstrated that the prepared adsorbent exhibited effective
adsorption capabilities under various conditions. The optimal pH for MB dye removal was found to be a slightly
acidic pH of 4, indicating that the cationic nature of the dye and the acidic environment aided the adsorption.
Additionally, an adsorbent loading of 1 g/L was determined to be most effective, ensuring efficient dye uptake of
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~66%. The concentration variation study revealed that while increasing dye concentrations initially enhanced
adsorption, further increases led to a decline in removal efficiency, likely due to saturation of the adsorption sites.

Overall, the findings of this research highlight the potential of activated carbon-embedded alginate beads as a
promising adsorbent for the treatment of wastewater contaminated with Methylene blue dye. The developed material
offers a sustainable and efficient solution for addressing the growing environmental concerns associated with water
pollution. Future studies could explore the options to further optimize the adsorption performance of these beads as
well as the application of these beads for the removal of other types of dyes and pollutants.
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Abstract: Excessive Fluoride (> 1.5 mg/Lit) in drinking water is a smouldering problem worldwide. Fluorosis is a common health
hazard caused by consuming fluoride contaminated water for long time. In india more than 20 states are effected by fluorosis
pandemic. Weathering of rocks, geochemical reaction and waste effluents from industries are the main reason of ground water
fluoride contamination. Different techniques like precipitation, ion exchange, electro coagulation, and adsorption have been
successfully used to eliminate fluoride from water. In this work banana peel biochar (BPB) has been prepared for study the
effectiveness of fluoride removal from solution. The BPB was characterized by using FESEM, FTIR and EDX. Point zero charge
of the material was also examined. The effects of parameter were analysed for optimization. The experiment result shows that BPB
has fluoride adsorption efficiency of 92 % in optimizing condition. In the batch study maximum fluoride adsorption was achieved
at pH 4.0. This study shows that in room temperature at pH of 4, adsorbent dose of 2 gm/lit, contact time of 60 min and initial
fluoride concentration of 10 mg/lit in the solution can be removed with efficiency of 92% by using BPB. The result shows good
correlation with corresponding experimental data and well fitted with Langmuir isotherm. The results suggest that banana peel
biochar (BPB) could be a commercial, eco-friendly adsorbent for removal of fluoride from aqueous solution.

Keywords: Fluoride; Banana Peel; Adsorption; Batch Study,; Optimization
INTRODUCTION

Due to rapid growth in urbanisation and population shortage of water and contamination of water are growing
excessively. Presence of fluoride in ground water more than recommended value (> 1.5 mg/Lit) causes several health
effects worldwide[1]. Major source of fluoride in human being is through drinking water and source of fluoride in
ground water is formation of rock and industrial pollution [2]. Researcher has been developed various methods for
fluoride adsorption such as ion exchange, electro coagulation and precipitation[3]. Literature shows various cost
effective adsorbent and green materials for fluoride adsorption also. Among them fruits peel [4] are attracted
concentration of researcher as it is easily available, biodegradable, economic and low cost. Using of BPB can enhance
the waste management also.

MATERIALS AND METHODS

All the chemicals used in this experiment are of analytical grade and Merck-Sigma Aldrich make. In laboratory the
fluoride stock solution of 100 mg/lit was prepared by diluting 0.221 gm of sodium fluoride (NaF) in distilled water
and dilute to 1 Liter in volumetric flask. For fluoride adsorption test sample were prepared by diluting the stock
solution at different concentration of 2 mg/Lit, 5 mg/Lit, 10 mg/Lit, 15 mg/Lit and 20 mg/Lit. hydrochloric acid
(HCL), sodium hydroxide (NaOH), ethanol, acetone and what-man filter paper (0.45 pm) were used for batch
experiment. Adsorbent (BPB) were prepared from banana peel waste. Waste of Banana peel was collected from
Jadavpur area fruit market. After collection the peel were washed by tap water several times followed by deionized
water and cut into pieces. The pieces of banana peel then sun dried for 12 hrs followed by oven dried for 24 hrs in
60°C. After that using laboratory muftle furnace at 400°C for 1 hr banana peel biochar was prepared, grounded and
store in air tight container. Characterization is done by FTIR spectroscopy (IR Prestige shimdzu), FESEM and EDX.
The entire batch experiment was conducted varying the parameters as pH, initial fluoride concentration (mg/Lit),
adsorbent (BPB) dose (gm/Lit), contact time (min) at room temperature. Batch experiments were carried out in a 250
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ml conical flask containing fluoride solution (2.0-20.0 mg/Lit) with varying adsorbent (BPB) dose (0.5 gm/Lit — 5
gm/Lit). The pH of the respective solutions was maintained by using 0.1(N) HCI and 0.1(N) NaOH. The contact time
was 15-60 min at room temperature. After adsorption, the residual fluoride concentration was calculated by the Hach
Intellical ISEF121 combination fluoride ISE and the HQ40d portable multimeter. The percentage of fluoride
adsorption was calculated by using the following equation as in (1).

Percentage Arsenic removal (%) = (Cy - C;)/Cy*100 (1)
where C is initial fluoride concentration (mg/lit) in the solution, C; is the final fluoride concentration (mg/Lit).

The adsorption capacity (mg/g) of the experimental adsorbent was examined by using the following equation as in

Q).
qe = (Co- Co)V/m (2)

where C, is initial fluoride concentration (mg/lit) in the solution, C. is the equilibrium fluoride concentration
(mg/Lit). V is the volume of the solution in liters, and m is the mass of the adsorbent used (gm).

RESULTS AND DISCUSSION

Structural study of the BPB has been done by FTIR, FESEM EDX and zero point charge. FESEM of BPB is state the
surface morphology. Before and after fluoride adsorption by BPB has been shown in Figure 1 which state that BPB
has several micro pores structure and this is the area of fluoride loading during adsorption. This observation indicates
that banana peel biochar has tremendous affinity towards fluoride adsorption.

EDX of banana peel biochar is shown in Figure 2. It shows that presence of nitrogen, magnesium, chlorine, iron,
phosphorus, sodium and oxygen. Its energy peaks of EDX spectra before and after fluoride adsorption confirm the
mechanism and clearly state that BPB can absorb fluoride in its surface area.

The FTIR spectra data confirms the presence of functional group in the surface the prepared banana peel biochar
(BPB). Present adsorbent shows various sharp peaks such as 3900-3250 c¢m ' which indicate presence of OH
stretching. Sharp peak around 1263 cm™, 1630 cm™ and 11100 cm™ confirmed presence of NH (amines) and C = O
(carboxylic acid)[5]. After adsorption peak of OH slightly decrease which indicate fluoride adsorption on BPB
surface.

Point zero charge pHzpc of BPB was examined at 5.63 which indicates above this the surface of BPB is negatively
charged and below this surface of BPB is positively charged [6]. This is the condition when the BPB surface can
absorb negatively charged fluoride in the surface below the point zero charge[7].

(a) (b)

Figure 1 FESEM of BPB (a) before adsorption of fluoride (b) after adsorption of fluoride
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Figure 2 EDX of BPB (a) before adsorption of fluoride (b) after adsorption of fluoride

The effects of parameter were analysed for optimization. The experiment result shows that BPB has fluoride
adsorption efficiency of 92% in optimizing condition. In the batch study maximum fluoride adsorption was achieved
at pH 4.0. This study shows that in room temperature at pH of 4, adsorbent dose of 2 gm/lit, contact time of 60 min
and initial fluoride concentration of 10 mg/lit in the solution can be removed with efficiency of 92% by using BPB.
The result shows good correlation with corresponding experimental data and well fitted with Langmuir isotherm.

CONCLUSION

This study shows preparation of banana peel biochar in economic way with low cost and less time. Available
adsorbent in market for fluoride adsorption is costly and other removal techniques are time consuming. Compare to
other available adsorbent BPB shows more efficiency in fluoride adsorption from aqueous solution. The structural
analysis represent that the material can be used in field application where fluoride concentration is higher. This
experiment result state that room temperature at pH of 4, adsorbent dose of 2 gm/lit, contact time of 60 min and initial
fluoride concentration of 10 mg/lit in the solution can be removed with efficiency of 92% by using BPB. Therefore
use of banana peel biochar can be a cost effective adsorbent and may provide alternative solution to the available
adsorbent.
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Abstract: Water pollution is a critical threat to the environment nowadays. Several pollutants are responsible for
water pollution, out of which one emerging pollutant is per- and poly-fluoroalkyl substances (PFAS), a group of
synthetic fluorinated organic compounds that have been used in the production of several consumer products like
shampoo, nail polish, paints, nonstick cookware, etc. PFAS has been designated as an emerging pollutant of concern
since 2000, with potential health risks such as cancer, liver damage, chronic kidney disorder, preeclampsia, etc. The
Environmental Pollution Agency (EPA) has released multiple guidelines regarding the safe limit concentrations for
PFAS. PFAS consists of a C-F bond, a stable covalent bond that is resistant to degradation, making PFAS persistent
in the environment. Efficient methods for remediation are in high demand and this critical review highlights
mitigation strategies for PFAS in detail, focusing on the advantages of bioremediation methods over conventional
expensive, energy-intensive strategies like sonolysis, and independent and assisted photocatalysis. This review
explores the alternative, sustainable, and feasible degradation strategies for PFAS, with an emphasis on
bioremediation methods.

Keywords: Water Pollution; Per- And Polyfluoroalkyl Substances (PFAS); Forever Chemicals; Environmental
Pollution Agency (EPA); Biological Remediation

INTRODUCTION

Environmental pollution is the most critical issue faced by the planet today and has been increasing with each passing
year, inflicting grave and irreparable damage. Currently, water pollution has become a severe global issue affecting
all life forms. Multiple pollutants result in water contamination and among these, organic and inorganic pollutants are
primarily significant due to their high toxicity, persistent nature, and difficult remediation strategies. One such
emerging pollutant is per- and polyfluoroalkyl substances or PFAS, a group of synthetic fluorinated organic
compounds, which have been used since the 1950s in several consumer products like shampoo, nail polish, fast food
wrappers, paints, photographic films, etc. It has a unique property of oil, water, and fire resistance, and is used in
Firefighting foams, raincoats, non-stick cookware, stain repellents, etc. Since the early 2000s, it has been designated
as an emerging pollutant of concern leading to potential health risks such as cancer, liver damage, chronic kidney
disorder, preeclampsia, immunity disorder, etc. In the same year, the Environmental Pollution Agency (EPA) released
multiple guidelines regarding the safe limit concentrations for PFAS. USEPA has released new health advisory limits
for most hazardous PFAS in drinking water which are stricter than the restrictions published in previous guidelines.
Based on a 2007 survey by OECD under environment, health, and safety divisions,600 types of Per and Polyfluoro
chemicals are present[1] and The Environmental Protection Agency[EPA] under the Safe Drinking Water Act in the
year 2012 shortlisted the six most harmful PFAS which include perfluoroheptanoate (PFHpA), perfluorononanoate
(PFNA), perfluorobutane sulfonate (PFBS), perfluorohexane sulfonate (PFHxS), Perfluorooctanoic acid(PFOA) and
perfluorooctane sulfonic acid (PFOS)[2]. PFAS consist of C-F bonds, a stable covalent bond, and are very difficult to
degrade, making PFAS a stubborn contaminant in the environment with the designated term ‘Forever chemicals’.

Efficient methods for remediation are in high demand, mitigation strategies include but are not restricted to sonolytic
treatment, photocatalytic treatment, sonication-assisted photocatalytic treatment along with bioremediation methods.
Conventional technologies have certain drawbacks, they are expensive, energy-intensive, require high temperatures
and pressure, and sometimes indirectly harm the environment by releasing toxic by-products during the
decomposition of the target pollutant.
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The Environment Protection Agency (EPA) has recently issued an interim Drinking Water Health Advisory (HAs) in
2022 for perfluorooctanoic acid (PFOA), perfluorooctane sulfonic acid (PFOS), PFBS and Gen X chemicals[3],
where the safe limits of PFOA and PFOS have been lowered further as compared to that in 2016’s HA. According to
EPA’s new HA [4] the health advisory level for PFOA, PFOS, GenX chemical, and PFBS are 0.004 ppt, 0.02 ppt,10
ppt, and 2000 ppt respectively[5][6]. The U.S. Environmental Protection Agency published a prepublication copy of
its final rule under the Safe Drinking Water Act (SDWA) on April 10, 2024. This rule creates a National Primary
Drinking Water Regulation (NPDWR) for six different types of per- and polyfluoroalkyl substances (PFAS),
including mixtures of certain PFAS, PFOA, PFOS, PFHxS, PFNA, HFPO-DA (also known as Gen X chemicals), and
PFBS[7]. In its Final Rule, EPA introduced the Maximum Contaminant Level (MCL) for PFAS detected by recent
technologies and has set the MCL for PFOA and PFOS as 4 ppt, and for PFHxS, PFNA and HFPO-DA at 10 ppt. A
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Hazardous Index (HI) of 1 has also been established by the Final Rule for mixes containing two or more of PFHxS,
PFNA, HFPO-DA, and PFBS[7][8].

BIOLOGICAL REMEDIATION OF PFAS

PFAS may be described as the most ubiquitous contaminant for drinking water due to its high persistence in the
environment, mobility in groundwater, and bio-accumulation in nature. The presence of highly stable C-F covalent
bonds makes PFAS degradation really challenging. Degradative techniques have been utilized successfully for years
to remediate various organic pollutants in water including PFAS. Hydrogen abstraction utilizing hydroxyl radicals,
which are created by electrolysis, photolysis, and other processes, has traditionally been used to degrade organic
contaminants. However, these conventional technologies are not very effective and have multiple cons such as being
expensive, energy-intensive, requiring high temperature and pressure, and sometimes indirectly harming the
environment by releasing toxic by-products during the decomposition of the target pollutant. Biological remediation
procedures have garnered interest among the researchers due to its low cost, sustainability and feasibility for large-
scale applications. Bioremediation involves the activity of microorganisms (including both bacterial stains and fungi),
referred to as mycoremediation; by plants, in the case of phytoremediation and algae. In the case of phytoremediation
to decompose hazardous and emerging persistent pollutants (including PFAS) there is release of by-products which
are less harmful and environmentally benign. The breakdown of the C-F bond by bioremediation is done by the
enzymes that are released from the microbes, plants or algae that remove the fluorine atoms directly from these
compounds by oxidation across the C-F bond, or by adding electrons across the C-F bond (reduction), allowing other
normal assimilation enzymes to breakdown the rest of the compound. There is no proper evidence for the total
removal of fluorine by bioremediation, the defluorination of monofluorinated compounds by some bacteria have been
reported previously [9]. Some previously studied papers on bioremediation of PFAS have been tabulated in Table 1.

CONCLUSION

Per- and polyfluoroalkyl substances or PFAS are a group of synthetic organic compounds or xenobiotic fluorinated
compounds that have been considered as emerging pollutants of concern since the early 2000s. These complex
chemical compounds are majorly comprised of the carbon-fluorine bonds, C-F, which are considered as the strongest
covalent bonds in nature and is very hard to break environmentally. Indicating the persistent nature of PFAS due to
this tendency, this compound is also termed as “forever chemicals”. PFAS are widely utilized in several consumer
products, which basically act as direct precursors for PFAS such as nail polish, shampoo, food packages,
photographic films, aqueous film-forming foams, etc. Human exposure mainly occurs through contaminated water,
air, food, and utilization of products that contain PFAS, leading to potential health risks such as cancer, liver damage,
chronic kidney disorder, preeclampsia, immune disorder, etc. Recent studies have demonstrated that PFAS have
interspecies variation intoxication. The USEPA have lowered the maximum acceptable limits of PFAS as compared
to the older guidelines. Multiple experimental works have been carried out for the mitigation of PFAS such as
photocatalysis, sonolysis, laser irradiation, chemical oxidation, and bioremediation. However, the utilization of the
advanced oxidation processes for PFAS degradation have highlighted some serious issues, and for that, scientists
have been developing new innovative approaches for bioremediation of almost all emerging hazardous environmental
pollutants achieving positive results in the initial phase. Though bioremediation offers a permanent solution for the
degradation of pollutants both from soil and water there are some limitations, including, a time-consuming process,
high dependency on environmental conditions, and limited applicability in areas with high levels of toxicity.
Effective results, require proper monitoring, to prevent partial degradation. However, further research is required for
the optimization of mitigation strategies and to assess their long-term effectiveness, sustainability, and feasibility for
large-scale applications.
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Abstract: Wastewater contamination, particularly by synthetic dyes, poses significant environmental and health risks. Traditional
remediation methods are often ineffective for these non-biodegradable pollutants. Photocatalysis has emerged as a sustainable
approach to degrade such pollutants, with titanium dioxide (TiO,) being a preferred photocatalyst due to its stability and non-
toxicity. However, TiO,’s wide band gap restricts its photocatalytic activity to UV light. This study explores defect engineering of
TiO,, including the synthesis of b-TiO,. We synthesized TiO, via a low-temperature route using NaBH, and polyethylene glycol
(PEG) 4000 to promote oxygen vacancy formation and improve charge carrier separation.

Keywords: Black Titania; Titanium Dioxide; Doping; Wastewater Treatment; Organic Dyes; Band Gap Reduction
INTRODUCTION

The contamination of water bodies by industrial wastewater, particularly synthetic dyes, has become a significant
environmental concern. Industries such as textiles, paper, and plastics discharge large quantities of toxic organic dyes,
which are resistant to biodegradation and conventional treatment methods. These pollutants not only affect aquatic
ecosystems but also pose severe risks to human health due to their potential carcinogenic and mutagenic properties
[1-3]. Photocatalysis has emerged as an efficient and green technology for the degradation of such pollutants. Among
the various photocatalysts, titanium dioxide (TiO,) has gained attention due to its chemical stability, non-toxic nature,
and low cost [4-7]. However, TiO, exhibits a wide band gap of 3.2 eV, restricting its photocatalytic activity to the UV
region, which constitutes only a small fraction of the solar spectrum. Furthermore, the rapid recombination of
photogenerated electron-hole pairs in TiO, limits its overall photocatalytic efficiency [8-10]. To overcome these
limitations, various strategies, including doping with metals or non-metals and defect engineering, have been
explored. Defects can reduce the band gap of TiO,, enabling its activation under visible light and enhancing charge
separation [11-12]. In this study, we focus on synthesizing b-TiO, (black TiO,) through a low-temperature process
using NaBH, and polyethylene glycol (PEG) 4000.

METHODOLOGY
Synthesis of B-TiO,

Black titanium dioxide (b-TiO,) was synthesized using titanium butoxide [Ti(OBu)4] as the precursor. Three distinct
synthesis routes were employed to prepare different samples, designated as S-1, S-2, and S-3 (Figure 1).

Sample S-1: Titanium butoxide was dissolved in an aqueous solution containing NaBH,, which served as a reducing
agent. NaBH, facilitated the formation of oxygen vacancies and defects in the TiO, structure, improving its
photocatalytic performance.

Sample S-2: Titanium butoxide was mixed with polyethylene glycol (PEG) 4000 in an aqueous solution and stirred
for 24 hours at room temperature. PEG 4000 acted as a surfactant, aiding in uniform particle formation and reducing
agglomeration.

Sample S-3: Similar to S-2, PEG 4000 was added to the titanium butoxide solution, but the mixture was sonicated for
3 hours (with 15-minute breaks every 30 minutes). Sonication helped in breaking down large particles and improving
homogeneity. All samples were dried at 363 K for 24 hours and subsequently calcined at 523K for 2 hours in a
preheated furnace to remove organic residues and promote crystallization.
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and calcination T= 523K

Figure 1 Methods adopted for synthesis of B-Ti0,
Characterization of Samples

The synthesized photocatalysts were characterized using several techniques to assess their structural, morphological,
and optical properties: X-ray Diffraction (XRD): XRD was performed to identify the crystalline phases of the
synthesized TiO, and to confirm the presence of defects or dopants. Transmission Electron Microscopy (TEM): TEM
provided high-resolution images to evaluate the particle size and atomic-level defects in the TiO, structure. UV-Vis
Diffuse Reflectance Spectroscopy (UV-Vis DRS): UV-Vis DRS was used to investigate the optical properties of the
samples, particularly focusing on band gap reduction due to the introduction of defects.

RESULTS AND DISCUSSION
Structural and Morphological Analysis

X-ray Diffraction (XRD) analysis confirmed the formation of anatase TiO as the predominant crystalline phase in all
synthesized samples (S-1, S-2, and S-3). The XRD peaks corresponding to anatase were slightly broadened,
indicating the presence of defects, which disrupt the crystalline order. These defects, particularly oxygen vacancies,
are critical for enhancing photocatalytic activity. TEM images revealed that all samples exhibited relatively small
particle sizes with a uniform dispersion of particles. Samples S-2 and S-3, synthesized with polyethylene glycol
(PEG) 4000, demonstrated improved particle homogeneity and reduced agglomeration compared to sample S-1. The
use of PEG and sonication in the synthesis of S-3 further reduced particle size and enhanced dispersion, which is
beneficial for photocatalytic performance. UV-Vis Diffuse Reflectance Spectroscopy (DRS) measurements showed a
significant redshift in the absorption edges of the doped TiO, samples compared to undoped TiO,. This shift is
attributed to the creation of mid-gap states due to oxygen vacancies and defects introduced during the synthesis
process, effectively reducing the band gap of TiO,. The reduced band gap facilitates visible light absorption,
enhancing the photocatalytic activity of the samples under UV irradiation.

CONCLUSION

In this study, b-TiO, is successfully synthesized using a low-temperature, facile method with the aid of NaBH4 and
polyethylene glycol (PEG) 4000. The introduction of defects, particularly oxygen vacancies, reduced the band gap of
TiO, and improved the separation of photogenerated electron-hole pairs The findings demonstrate that defect-
engineered TiO,, particularly b-TiO,, holds great potential for environmental remediation, specifically in treating
wastewater contaminated with persistent organic pollutants. Future studies should focus on the long-term stability and
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reusability of these photocatalysts, as well as exploring the effects of varying synthesis conditions and doping agents
to further optimize photocatalytic performance.
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Abstract: As pollution is gaining more attention with every passing day, different studies are being conducted to develop more
suitable technologies to treat wastewater. This study puts a spotlight on the development of activated biochar doped PVA aerogel
and its application in Phenol removal from wastewater. Aerogel is a new form of solid material with a high application potential.
In this study activated carbon doped PVA aerogel was developed, and it was found that by using this material as an adsorbent a
significant 80.27% removal can be achieved for Phenol from water solution after 180 min. Different parameters, viz., Phenol
concentration (1-10 mg/L), aerogel dose (0.5-1.5 g/L), pH (2-10), and temperature (25 °C- 40 °C) varied during the batch study.
From the FTIR analysis, the presence of functional groups, viz., C=0, C-H, and C-O was observed. From the XRD analysis, a
characteristic peak of PVA at 19.30 was observed. The SEM and light microscopy study revealed the uneven and cavity-containing
surface morphology of aerogel. From the observation, it can be stated that these characteristics of aerogel contribute significantly
to the adsorption efficiency of prepared aerogel.

Keywords: Biochar, Aerogel; Phenol; Adsorption; Wastewater Treatment
INTRODUCTION

With the development of civilisation, many environmental concerns are being raised. Over the last few decades, these
issues have gained attention on both national and international platforms. The point source of water pollution is
considered the most contributing factor to this issue and the main threat to waterbodies in both developed and
developing countries[1]. Among many contaminants, organic pollutants are considered one of the main factors
responsible for this issue. Phenol, one of the organic pollutants is a constituent of coal tar and was first partially
separated in 1834 by Friedlieb Ferdinand Runge [2]. Phenols are present in the wastewater of various industries, viz.,
refineries, coking operations, coal processing, and petrochemical plants. According to OSHA and ACGIH 5 mg/L
Phenol concentration is considerable in case of contact with skin and 1g is deadly for humans in case of oral
consumption [3].Phenol exists as a white solid at room temperature and because of its’ toxic effect, even in low
concentration, it is considered one of the most hazardous pollutants. The presence of Phenol in water can also lead to
the formation of different substituent compounds during the oxidation process. These compounds show an inhibitory
effect on microorganisms during the biological treatment process and are known as secondary pollutants[2].

Apart from the traditional methods of wastewater treatment, to separate these pollutants from waterbodies alternative
approaches are investigated for their ease of conduction and high efficiency. One of the alternative approaches is the
adsorption of pollutants from water bodies. Recent decades have evidence of the development of new materials like
aerogel with low density, high porosity and the presence of functional groups on its surface [4]. Organic carbon-based
aerogels are developed by using different biopolymers, viz., aldehyde, hydroxy benzenes, polyvinyl alcohol (PVA),
and polyvinyl chloride (PVC)[5]. Due to their nature, these materials can be used for wastewater treatment. A study
reported that GO-Kaolinite clay PVA-derived aerogel showed an adsorption capacity of 535 mg/g in the case of
methylene blue removal [6].

Phenol is being chosen very frequently in the research field as the pollutant of interest. Hence much data is available
on its removal or distribution, especially concerning wastewater treatment. In the last decade, the treatment of
aqueous effluents polluted with Phenol and Phenolic compounds has attracted much attention due to toxicity and low
biodegradability. In industries, Phenolic compounds are hard to treat by using conventional methods [7].
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In this study, activated biochar doped PVA aerogel was synthesized by using lyophilization and investigated to
remove Phenol from wastewater.

MATERIALS AND METHOD
Materials

Polyvinyl alcohol (PVA), Glutaraldehyde, Sodium hydroxide (NaOH), and Phenol were purchased from Loba
Chemie (India), and Hydrochloric acid (HCI) was purchased from Merck (Germany). All chemicals were used as
received.

Preparation of Activated Biochar

Rice husk was collected from a rice mill situated in Hooghly district. After collection, the husk was washed with DI
water and dried under direct sunlight for 3 days. The cleaned husk was ground using a mixture grinder. Biochar was
prepared from the rice husk using a muffle furnace at 600°C in the absence of oxygen and was activated by treating
with 4% (w/v) NaOH solution for 24 hours. After the treatment, the biochar was collected and washed with DI water.
The cleaned char was dried at 60°C in a hot air oven and stored for future use.

Preparation of Aerogel

PVA was dissolved in 100 mL of DI water by heating the solution at 90°C. After the solution was prepared, it was
cooled to room temperature and glutaraldehyde was added with 1g of activated biochar to the solution. The mixture
was stirred for 15 minutes at room temperature, and HCl was added. The solution was stirred at 90°C till the sol
converted to a hydrogel. The prepared hydrogel was then cooled to room temperature and lyophilized to convert it to
aerogel.

Preparation of Phenol Solution

10 mg of Phenol was dissolved into 1L of DI water to prepare the Phenol solution. Different concentrations of this
solution were prepared by diluting the stock solution as required.

Adsorption Study

The adsorption study was conducted by using a BOB shaker incubator (Remi) for 180 min. 100mL of Phenol solution
was used for this study. Different parameters viz., aerogel dose (0.5 g/L-1.5 g/L), Phenol concentration (1 mg/L- 10
mg/L), pH (2-10) and temperature (25°C-40°C) were varied to understand the effect of different parameters on the
Phenol removal process.

Characterization of Aerogel:

ATR-FTIR, XRD (X-ray diffraction analysis), (Thermogravimetric analysis), light microscopy, and SEM (Scanning
electron microscopy) were performed to understand different characteristics of the prepared aerogel.

RESULT AND DISCUSSION
Characterization of Aerogel

From ATR-FTIR analysis of the aerogel, it was observed that significant peaks are present at 3273, 2914, 1645 and
1091 em™ respectively. The peak at 3273 cm™' represents the presence of the aldehyde group. It was also reported that
2914 cm™ represents C-H of alkyl groups and C = O groups are represented by 1645 cm™[8]. The presence of the C-
O group is indicated by 1091 cm™ [9]. The result of the XRD analysis showed a sharp peak at 19.3°. As reported in
previous studies this peak is a characteristic peak of PVA [10]. From the SEM analysis, it was shown that the aerogel
contains a high number of cavities that contributed to the adsorption process. As reported previously, the H-bond
present on the aerogel surface is responsible for its adsorption efficiency [11]. As observed under light microscope,
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the aerogel contains an uneven surface morphology along with the distribution of biochar that is responsible for the
adsorption efficiency of acrogels.

Removal of Phenol by Batch Study

From the data of the batch study, it was observed that all the parameters have a significant effect on Phenol removal
from water solution. The study was conducted for 180 min. and as shown in Figure 1, the equilibrium was achieved
after 120 min. with 64.02% removal. Three adsorbent doses viz., 0.5. 1, and 1.5 g/L were considered in this study and
1.5 g/L aerogel removed 76% of Phenol from the water solution. This is because of the availability of adsorbent sites
with increasing doses. The effect of concentration on the removal %. From the result, it can be stated that with
increasing concentration the removal % decreased significantly as increasing concentration caused competition to
occupy the active sites on the adsorbent surface. The highest removal was observed for 1 mg/L Phenol concentration
and the value is 79.46 %. From the acquired data, it was observed that the pH of the solution affected the removal
significantly. With increasing pH, the removal % decreased from 76.85% to 42.63%. The effect of temperature on the
removal % is significant. The increase in the temperature showed an increase in removal % from 56.32% to 80.27%.
This result can be explained by the increasing intermolecular interaction of adsorbate with the adsorbent surface with
increasing temperature.
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Figure 1 Removal of Phenol from water solution by activated biochar doped PVA aerogel
CONCLUSION

In recent years, many studies have been conducted on wastewater treatment by different adsorbents. In this study
activated biochar doped PVA aerogel was synthesised, and its effectiveness was investigated for Phenol removal
from water solution. As observed in this study, the highest removal achieved in this experiment was 80.27% at 400C
and the lowest removal was 47.55% at 0.5 g/L aerogel dose. From the FTIR analysis, it was shown that the aerogel
surface contains many functional groups responsible for the adsorption process along with uneven surfaces containing
cavities as observed in SEM analysis. From this research, it can be concluded that activated biochar doped PVA-
aerogel can be used for significant removal from water solution.
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Abstract: This study investigates the efficacy of catalyst-induced co-pyrolyzed Jute-PET char for the removal of Congo Red dye
from wastewater, with Gypsum as the catalyst, addressing a critical environmental challenge posed by textile effluents. Congo
Red, a carcinogenic azo dye, is notoriously resistant to degradation, necessitating effective removal techniques. The research
emphasizes a sustainable approach by utilizing co-pyrolyzed char derived from jute and PET waste, which not only enhances
adsorption capacity but also contributes to waste valorization. The pyrolysis process was optimized to maximize surface area and
functional groups on the char, facilitating improved dye adsorption. Characterization techniques, including ATR-FTIR, SEM,
XRD, CHNS analysis, confirmed the structural integrity and porosity of the char. Batch adsorption experiments were conducted to
evaluate the influence of parameters such as contact time, initial dye concentration, pH, and temperature on removal efficiency.
Results indicated a significant adsorption capacity, with kinetics fitting well to pseudo-second-order models. This innovative
method presents a dual benefit: it provides an effective solution for wastewater treatment while promoting circular economy
principles through the recycling of industrial waste materials. The findings underscore the potential of co-pyrolyzed Jute-PET
char as a viable adsorbent for mitigating the environmental impact of dye pollutants in water bodies.

Keywords: Adsorption; Wastewater Treatment; Co-Pyrolysis; Jute-PET Char; Waste-to-wealth

INTRODUCTION

Since the dawn of human civilization, people have been heavily dependent on the natural resources to meet their
needs. Needless to say, industrialization eventually became the driving force behind the current development. As
civilization advanced, so did the population and its needs, resulting in an increase in waste production. Because of
their nature and our poor management, these wastes pollute the environment. Due to the durability, affordability, and
portability of plastics, which make them more useful for daily usage, modern life has become more dependent on
their use. "Plastic culture" has grown since the 1940s in tandem with expanding communities all over the world.[1]
Plastic waste is produced by households as well as by industrial sectors such as packaging, construction, agriculture,
and transportation most of which are not treated in an environmentally friendly manner. Similarly, various industries
are using dyes for different purposes. Most of the dyes are harmful to living tissue if in contact for a long time. The
discharge of dyes to waterbodies without proper treatment can cause ecosystem damage. Congo red is an example of
an anionic dye that when discharged into an aquatic environment without proper and thorough treatment, CR can
severely affect metabolic processes and development in photosynthetic organisms (flora) and aquatic fauna merely by
altering the ecological functioning of the environment [2]. Based on the toxicity information, it is crucial to eliminate
the pollution load caused by the release of this carcinogenic contaminant via the treatment of wastewater generated
during various dye related industrial processes. In this study, the synthesis of char from municipal waste plastic in
tandem with alkaline-treated Jute fibers was performed and followed by activation using Nitrogen as inert material.
This study also investigates the role of the co-pyrolyzed char in the removal of one of the most common Azo dyes,
named Congo Red in an aqueous solution. Along with that, this study aimed to understand the role of different
conditions such as pH, Temperature, Dye-Adsorbent contact time, and Dosage in various adsorption kinetic and
isotherm models.
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MATERIALS AND METHODS
Preparation of Adsorbent

Locally obtained jute fibers were treated with 10% NaOH solution and then dried in a Hot-Air Oven. The feedstock,
consisting of waste PET, of size 3-4 mm, along with alkaline treated Jute fibers in an equal weight ratio of 1:1, was
pyrolyzed at high temperature in a digital pyrolysis reactor, producing solid, liquid, and gaseous products. The solid
products of carbonaceous nature (char) were collected and washed with distilled water, dried in a Hot Air Oven, and
crushed with a mortar and pestle for finer particle size.

Batch Study

Congo Red was commercially obtained from Loba Chemicals, which was then used. For all estimations, 50ml Congo
red solution was prepared in Erlenmeyer flasks. This experiment took into account several experimental parameters,
including adsorbent dosage (0.5-2.0 g/lit), solution pH (2-10), contact time (0-180 min.), and temperature (298-313
K). The study was carried out in a BOD incubator with a constant rotation. Samples were extracted at predetermined
timeslots. To determine the % removal, the absorbance of Congo Red was measured in a spectrophotometer
(Shimadzu, UV-1800) at 498 nm Amax.

Characterization of Nitrogen Influxed Pyrolyzed Char

The pyrolyzed char underwent different characterization process viz., Scanning Electron Microscopy (SEM) in an
electron microscope (ZEISS EVO-MA 10, Germany) to study surface morphology, Fourier transform infrared
spectroscopy (FTIR) to study the presence of different chemical bonds and X-Ray diffraction study (XRD) to
determine the crystal structure of the substance. XRD study was conducted over a range (28) of 20-90 on a
diffractometer. CHNS content was also analyzed using Elementar Vario Micro CHNS analyser.

RESULTS AND DISCUSSIONS
Characterization of the Adsorbent

The ATR analysis showed a medium peak of 3305 cm-1, denoting the presence of O—H, displaying either phenol or
alcohol due to the breakage of hydrogen bonds, which released hydrogen and water [3-5]. Because of the existence of
these groups, the char removed more adsorbate [6]. The image of SEM analysis of the adsorbent showcased thin,
overlapping, crumpled structures with few rough edges. The folded surface structures are responsible for increasing
the surface area of the char for better pollutant adsorption [7]. The char’s XRD analysis revealed the presence of
various peaks indicating that the char has a crystalline structure. The carbon content of the adsorbent was determined
by CHNS analysis. The total carbon content of the substance was 67.56%. Due to this high carbon content, this char
acts as an efficient adsorbent[8].

Batch Study

The effects of various doses of the char have been portrayed in Figure 1. From the experiment, it was observed that
the removal% of CR dye increased significantly from 37.92%-71.16%, with the increase in char dosage (0.5-2 g/L).
This increase could be attributed to an increase in adsorption surface area and the active adsorption sites with higher
dosages [7,8].

To understand the effects of dye concentration on the adsorption process, the study was conducted with 2g/L char
across four concentration variations, namely 5, 10, 20, and 40 mg/L. The result showed the removal % tends to
decrease (84.55-55.72%) with increasing dye concentration. This could be attributed to a decrease in active
adsorption sites due to saturation from CR adsorption. Temperature is known to be a critical parameter as it tends to
modify the equilibrium capacity in an adsorption process. To understand the effects of temperature on CR dye
adsorption on the char, the study was conducted with 2g/L char along a temperature range of 298-313 K, across 180
minutes. It was observed that the removal % increased with increasing temperature. The highest removal % was
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obtained at 313K (87.64%). Since pH plays a critical role in surface binding sites of adsorbent along with ionization
of CR dye molecules in the solution, it affects the adsorption process to a large extent. Across the increasing pH range
of 2-10, the removal% of CR showed a gradual decrease. The highest removal% was observed at pH2, which implies
that the adsorption of CR was better under acidic conditions. Furthermore, CR dye is known to be anionic in nature.
At lower pH conditions, the H+ ions increase, which get adsorbed on the adsorbent surfaces thereby increasing the
positive charge on the adsorbent surface. This, in turn, attracts the anionic CR molecules to bind to the adsorbent
easily[8]. However, at higher pH conditions, the adsorbent surface acquires a negative charge, due adsorption of OH-
ions from the solution. This negative surface charge results in limited adsorption of anionic CR. To understand the
effect of time on the adsorption of CR dye on the char, 2g/L. dosage of char was used. It was observed that the
removal % of CR increased rapidly by 120 minutes and then gradually till 180 minutes (73.07%). After that, the
adsorption mechanism reached an equilibrium. The rapid uptake of CR on the adsorbent till 120 minutes could be
attributed to the presence of a large number of available adsorption sites. Thereafter, as the number of adsorption sites
decreased with increasing time, the removal% increased at a slower rate till it reached equilibrium at 180 minutes.
Hence, for the entire batch study, 180 minutes was taken as the optimum time for analysis.

100.00
80.00 71.16
65.38
= 55.55
= 60.00
3
£ 37.92
a 40.00
o
20.00
0.00
0.5 1 1.5 2
Dose (g/L)

Figure 1 Graphical representation of the effect of dose variation on the removal of congo red dye
CONCLUSION

It has been estimated that, annually almost 1 million tons of dyes are produced around the world and the abundance
of Azo dyes in the textile, and printing industries is significant due to the low cost and ease of use. As a consequence
of the heavy discharge of untreated wastewater into the aquatic habitat, health risks like cancer may arise. Due to the
presence of aromatic amines in its chemical structure, Congo Red is counted as a carcinogen and cannot be easily
degraded naturally. In this study, it has been found that the catalyst induced co-pyrolyzed Jute-PET char can remove
Congo Red from an aqueous solution in an efficient manner. The adsorbent was able to remove up to 87.64 % of
Congo Red from an aqueous solution. The aforementioned results can help conclude that, the use of municipal plastic
waste to synthesize Char not only can decrease the rate of plastic pollution, but also it can sustain as an effective
removal technique of toxic dyes like Congo Red from wastewater.
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Abstract: Wastewater treatment is one of the rising global issues and different studies are being conducted to study
to understand the treatment process using suitable and cost-effective methods. Aerogel materials possess a wide
variety of exceptional properties; hence a striking number of applications have been developed for them. Here, in this
paper, we report an eco-friendly use of acrogel which is doped with silica that is extracted from sugarcane bagasse,
and its application in the removal of organic soluble dye, Congo Red. In the study, it was observed 87.68% removal
of the dye was observed after 180 minutes. Different parameters, viz., Congo Red dye concentration (10-50 mg/L),
aerogel dose (0.5-1.5 g/L), pH (2-10), and temperature (25°C- 40°C) varied during the batch study. From the XRD
analysis, a characteristic peak of PVA at 19.3°C was observed. From the FTIR analysis, the presence of functional
groups, viz., C=0, C-H, and C-O was observed and SEM and light microscopy studies revealed the uneven and
cavity-containing surface morphology of acrogel. From the observation, it can be understood that the mentioned
characteristics of aerogel contribute significantly to the adsorption efficiency of prepared aerogel.

Keywords: Silica; Aerogel; Wastewater Treatment; Congo Red; Adsorption
INTRODUCTION

Contamination of water has been a global issue due to the indiscriminate disposal of wastewater from industries
which contains different kinds of soluble organic dyes and heavy metal ions. These contaminants are causing severe
environmental problems that includemass mortality of aquatic life and distinction of species[1]. Industrialization has
shown the serious need for treating wastewater and several methods for purification of wastewater have been
introduced such as adsorption, reverse osmosis, precipitation, and ion exchange, among which adsorption has been
observed as the most efficient and cost-effective method [2]. Therefore the presence of various toxic pollutants
released from anthropogenic activities increases water contamination every day as these toxic pollutants have
mutagenic and carcinogenic effects on the organisms [3]. Pollutants from water bodies enter small organisms' bodies,
accumulating on larger scales, causing human effects like irritation, hemolytic anemia, skin cancer, digestive
problems, and CNS abnormalities[4].

In recent years the wide application of aerogels has shown effectiveness in science and technology. Aerogel is a
three-dimensional open network assembled by coherent polymer molecules and its recent advances have been
recognized as a new state of matter. Aerogel has exhibited qualitative differences in bulk properties when in
comparison to other states of matter [5]. Aerogel has very unique properties that have shown its application in wide
ranges. Studies have shown that the density of aerogel ranges from 1000 kg/m3 to about 1 kg/m3 which is much
lower than the density of the air. Aerogel induces dramatic changes in the properties due to its high porosity and dual
structural natures of microscopic and macroscopic. Such properties make aerogel more versatile with properties such
as low thermal conductivity, low refractive index, high specific surface area, and a wide range of adjustable densities
and refractive index [5], [6], [7].

The development of silica aerogel by extracting liquid from wet silica gels via a supercritical drying method was first
introduced by S. Kistler in 1931 and after several years in 1968, Teichner and in 1989, Pekala introduced Si-O2-
based aerogel and carbon-based aerogel, respectively [8].Synthesis of aerogel is based on three steps viz.,
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polymerization, drying, and carbonization. For the initial steps of polymerization, crosslinking of molecules is done
by sol-gel method. The production of aerogel is played by the colloidal sol's conversion into a three-dimensional
porous network upon the addition of a chemical cross-linker or under specific physical circumstances[9]. The "aging"
procedure, which entails immersing the gel in an appropriate solvent for hours, comes next. Followed by the process
of drying which plays a significant role in the process of aerogel formation, by drying the hydrogel, the solvent is
extracted, leaving behind just the solid framework. Final gel products can be classified as aerogels (supercritical
drying), xerogels (oven drying), or cryogels (freeze-drying) depending on the kind of drying process used.
Nonetheless, dried gels produced using any of these techniques are now often referred to as aerogels[10], [11].The
natural polymer material polyvinyl alcohol (PVA) has attracted interest in the production of aerogels due to its
favorable chemical stability, biodegradability, and low cost. Since PV A-aerogels may be made with a straightforward
freeze-drying procedure, supercritical drying is not required [11]. With the aid of glutaraldehyde as a connecting
agent, fillers such as carbon nanotubes (CNT), silica, and graphene oxides have been utilized to boost the
effectiveness of PV A-aerogels [12].

Sugarcane bagasse is used in this study for extracting silica that was incorporated into PVA-aerogels. Sugarcane
(Saccharumofficinarum) is a widely cultivated tropical plant species that makes up a large proportion of the sugar
industries in the world. The composition of sugarcane bagasse is found to consist of about 42 % cellulose, 25 %
hemicellulose, and 20 % lignin and it is considered one of the underutilized agricultural wastes compared to other
numerous biomass-based adsorbents which have received much attention[13]. In this study, PVA-based aerogel was
synthesized with silica extracted from the sugarcane bagasse which is used as a filler for modifying the properties of
the aerogel and to study the effect of fillers concerning adsorption capacity. The study also focuses on the preparation
of aerogel cost-effectively by using freezing instead of solution substitution by acetone and freeze-drying in the place
of critical drying.

METHODOLOGY
Materials

Polyvinyl alcohol (PVA), glutaraldehyde, sodium hydroxide (NaOH), and hydrochloric acid (HCI) were purchased
commercially from Merck (Germany) and used as received. Sugarcane bagasse was collected from local vendors
situated in Jadavpur, Kolkata, India.

Methods
Preparation of fillers

To extract silica from biomass, the cleaned biomass was burnt in the presence of oxygen at 800°C and converted into
ash. The ash was collected and treated with 12% NaOH solution (W/V) in a 1:7 ratio followed by stirring at 90°C for
90 minutes. After this treatment, the solution was filtered, and the liquid part was collected for acidification. The
acidification reaction was performed by concentrated HCl at room temperature and continuous stirring. After the
completion of acidification, a white precipitation of silica occurred. The precipitate was collected, washed with DI
water, and dried in a hot air oven at 80°C.

Preparation of aerogel

To prepare aerogel, PVA was used as the base material. 5g of PVA was mixed with 100 mL of water and stirred at
90°C until the PVA dissolved completely. After the solution became transparent, it was cooled down to room
temperature and then 100 pL of glutaraldehyde was added to the solution. After that, the mixture was again stirred for
10 minutes to distribute the glutaraldehyde homogeneously. Following that, 100 uL of concentrated HCI was added
to the mixture and again stirred at 90°C until the sol converted to a hydrogel.

To produce Silica hydrogels, 100 mg of previously prepared filler Si was added to the PVA solution before adding
glutaraldehyde. After that, the hydrogels were cooled down to room temperature and stored atroom temperature for
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24 hours to stimulate the homogeneous distribution of water molecules inside the hydrogel matrix. After 24 hours, the
hydrogels were lyophilized by using a freeze drier (SI Optic, model: SI-FD 70P3) to convert them to acrogels.

Preparation of congo red dye solution

10 mg of Congo Red was dissolved in 1L of DI water to prepare the dye solution. Different concentrations of this
solution were prepared by diluting the stock solution as required.

Adsorption study

The adsorption study was conducted by using a BOB shaker incubator (Remi) for 240 min. 100mL of Congo Red dye
solution was used for this study. Different parameters viz., acrogel dose (0.5g/L-1.5g/L), dye concentration (10mg/L-
50mg/L), pH (2-10),and temperature (25°C-40°C) were varied to understand the effect of different parameters on the
Congo Red dye removal process.

Characterization of aerogel

ATR-FTIR, XRD (X-ray diffraction analysis), (Thermogravimetric analysis), light microscopy, and SEM (Scanning
electron microscopy) were performed to understand different characteristics of the prepared aerogel.

RESULTS AND DISCUSSION
Characterization of Aerogel

It was observed, that upon conducting ATR-FTIR analysis of the aerogel ha significant peaks at 3273, 2914, 1645,
and 1091 cm -lrespectively. The results observed from XRD analysis showed a sharp peak at 19.3°. From SEM
analysis, aerogel has shown that it contains a high number of cavities that indicate its contribution to the adsorption
process. Upon observation under the light microscope, the aerogel is seen to have an uneven surface morphology
along with the distribution of silica which is responsible for the efficient adsorption of the aerogel.
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Figure 1 Removal of Congo red dye by using PVA-Silica aerogel
Removal of Dye by Batch Study

In the study conducted, effective changes in the removal of the dye Congo Red have been observed at different
parameters from the aqueous solution. The study is conducted for 240 minutes as shown in Figure 1, where the
equilibrium is achieved after 180 minutes with 87.68% removal. Three adsorbent doses, 0.5, 1, and 1.5 g/L were
taken into consideration for this study, and for 1.5 g/L aerogel, 95.29% of removal was observed. With the increase in
the dose, there is an increase in the availability of the adsorbent sites. The effect of concentration on removal percent
was observed to significantly decrease with an increase in concentration of the dye. The highest removal was
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observed for 10 mg/L with a removal percent of 88.38%. It can be observed that increasing the concentration causes a
decrease in the occupancy of active sites on the adsorbent surface. Furthermore, the pH of the solution has a
significant effect on the removal of the dye. With the increase in the pH, the removal percentage decreased from
88.73% to 65.63%. For the effect of temperature, an increase in temperature has shown an increase in removal
percentage, from 66.32% to 99.27%. Therefore, this increase in removal can be concluded by the increase in the
intermolecular interactions of the adsorbate with the adsorbent surface with the increase in temperature.

CONCLUSION

Over the past few decades, several studies on aerogel and its application for wastewater treatment have been studied
with different adsorbents. This study investigated the silica, which is extracted from sugarcane bagasse that is doped
with PV A-aerogel, and its effectiveness in the removal of Congo Red dye. From the study, it has been observed that
the highest removal achieved was 97.27% at 40°C, and the lowest removal recorded was 67.55% at 05 g/L dose of
the adsorbent. The FTIR analysis shows the presence of several functional groups on the surface of the aerogel which
are responsible for the adsorption process as well as the uneven surface containing cavities which is observed from
the SEM analysis. Therefore, it can be concluded that silica-doped PVA aerogel can have effective removal from
aqueous solution.
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Abstract: Removal of toxic pollutants from the water bodies needs to be dealt with great concern as these pollutants have harmful
effects on living beings. Among many removal strategies, adsorption is a very effective process as it is sustainable, low-cost, and
easy to handle with great final results. Various waste biomass is now used widely to develop sustainable adsorbents for removing
pollutants from wastewater. In this study, the waste leaf biomass of Polyalthialongifoliais used for preparing biochar at different
temperatures for removal of Methylene Blue dye. The most efficient biochar at 485 °C was selected for synthesizing activated
carbon by chemical method. The adsorption experiments were demonstrated at varying parameters by a batch study. The highest
removal efficiency for the activated carbon was obtained as 99.957% when the conditions were 1g/L adsorbent dose, 20 mg/L
initial dye concentration, 40 °C temperature, and 130 agitation speed. The results thus indicated the production of activated
carbon from Polyalthialongifolia leaves is a well-sustainable strategy for dye adsorption.

Keywords: Polyalthialongifolia; Waste Biomass, Adsorption; Methylene Blue,; Biochar, Activated Carbon
INTRODUCTION

Industrialization has significantly escalated water pollution, particularly through the release of toxic pollutants,
including dyes from the textile and chemical industries. These industries discharge substantial volumes of wastewater
containing both cationic and anionic dyes, which can lead to acute toxicity in aquatic organisms, reducing
biodiversity and compromising ecosystem health. Exposure to high concentrations of these dyes can cause oxidative
stress and reproductive issues in fish and other aquatic species. Methylene blue (MB), a widely used synthetic
cationic dye in textiles and pharmaceuticals, exemplifies this issue. Its persistence in the environment exacerbates its
impact, as it does not readily degrade and can accumulate in the food chain[1].To combat the challenges of increasing
water pollution, adsorption has emerged as an effective wastewater treatment technique. Adsorption is favored for its
simplicity, flexibility, efficiency, non-toxicity, and economic feasibility for sustainable wastewater remediation [2].
To develop cheaper and more effective adsorbents, raw materials generated from leaf waste (Pine tree leaf, grape leaf,
sugar beet leaf) as biosorbents are an excellent solution [3, 4, 5].

Pyrolysis is considered the most effective method to generate biocharowing to its relative simplicity of operation and
wide range of scales. Temperature, heating rate, reaction time, and the content of biomass feedstock have profound
effects on the characteristics of both activated carbon and biochar during the pyrolytic process. The pyrolysis
parameters have a significant impact on the physical (surface area, pore structure), chemical (functional groups and
activated oxygen species), and structural characteristics of the engineered biochar [6]. Pyrolysis of biochar within a
range of 500-800°C elevates its adsorptive competence by eliminating volatile compounds while forming micropores.
This translates into improved surface area, pore volume, and optimum pH values. The ideal pyrolysis temperature
range is 500-800°C, which facilitates potent biochar removal from wastewater [7]. This relationship highlights the
importance of optimizing pyrolysis conditions tailored for the specific type of biomass to maximize the efficacy of
biochar undertaken for the removal of target contaminants from wastewater.

The evergreen plant of the Annonaceae family, Polyalthialongifolia is equipped with extensive medicinal properties
and is available all over the Indian subcontinent. The dry leaves of the plant contribute to a large quantity of daily
solid waste. There exists substantial research on biochar and activated carbon derived from leaf waste which has
backed up the MB removal efficiency[3,8]. In this study, we have taken dried Polyalthia longifolia leaf, collected
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from the Jadavpur University campus as our waste biomass. Investigation of the adsorption potential of biochar and
activated carbon derived from P. longifolia was studied for revealing the removal efficiency of MB.

MATERIALS AND METHODS
Materials

To obtain the adsorbent prepared, the following chemicals were used- DI water, Methylene Blue (Merck), Zinc
Chloride (Merck Life Sciences Pvt. Ltd.), and HC1 (HiMedia).

Methylene Blue Stock Preparation

For preparing the Methylene Blue dye stock solution, 100 mg/L dye was weighed and dissolved in 1000 mL distilled
water. From this 100 mg/L stock solution, different experimental solutions were prepared for further adsorption
studies.

Leaf Powder Preparation

The dried leaves of Polyalthia longifolia were collected from the Jadavpur University campus, Kolkata. Leaves were
washed with distilled water thoroughly to remove dirt particles. Afterward, they were oven-dried at 100°C and
ground to 250-mesh particle size to obtain a fine powder of uniform particle size. The sieved material was then stored
in an airtight plastic bag for further use.

Biochar Preparation

The dried leaf powder was tightly packed inside a crucible and pyrolysis was carried out in the muffled furnace for 3
hours at 485°C, 550°C, and 600°C. The furnace was allowed to cool down to reach room temperature, the biochar
was taken out. Three biochars were labeled LB-485, LB-550, and LB-600 and kept in an air-tight container for further
use.

Evaluation of the most Efficient Biochar

From the prepared biochar at different thermal conditions, the most efficient biochar was selected by a contact time-
based adsorption study for further experiments. The experimental time range was 2 hrs. using the B.O.D. incubator
shaker and the results were analyzed using a UV-VIS Spectrophotometer.

Activated Carbon Preparation

Activated carbon was prepared through the chemical activation method as executed by Mahmud et al. with some
slight modifications to tailor the biomass used in this study [9]; dried leaf powder biochar was transferred into a 500
mL beaker containing Zinc Chloride (ZnCl,) with a ratio of 1:2 (Biochar: ZnCl,) in gram. After water was added it
was stirred with a glass rod and left undisturbed for 24 hours at room temperature (RT). It was then dried at 110°C for
24 hours followed by carbonization at 500°C for 1 hour. After cooling to RT, the carbonized sample was washed with
1.2M HCI followed by deionized water wash until neutralized. The sample was filtered and dried at 100°C for 24
hours, labeled as ACLB, and kept in an air-tight bag for further use.

Batch Adsorption Study

The adsorption experiments of Methylene Blue dye were evaluated by a batch study system using the activated
carbon ACLB varying the experimental conditions in a B.O.D. incubator shaker. All the experiments were done by
considering the experimental solutions as 50 mL and the sampling interval was of 15 mins. The varying conditions
for the batch study were adsorbent dose (0.5, 1, 2 g/L), contact time (15, 30, 45, 60 mins), agitation speed (100, 130,
160 rpm), temperature (20, 30, 40°C) and initial concentration of dye (10, 20, 50, 100 mg/L). After the specific time
duration, the samples were collected, centrifuged, and the removal data was analyzed by UV-VIS Spectrophotometer.
The adsorption efficiency and adsorption capacity were calculated using the following equations:
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Adsorption Efficiency = COC_Ct % 100 O
0
Adsorption Capacity, Q, = W o

Where, C,, C,, C, v, m refer to the initial concentration of dye, the concentration of dye at the time ‘t’, equilibrium
concentration, experimental volume in L, the mass of adsorbent in g respectively.

RESULT AND DISCUSSION
Efficiency of Biochar

From the waste leaves of Polyalthialongifolia, three biochars were prepared at three different temperatures (485°C,
550°C, and 600°C). For the selection of the most efficient biochar in terms of adsorption of Methylene Blue dye, a
contact time study was done for 60 min. The adsorption efficiency was highest for LB-485 as 98.633% and the
adsorption capacity was 6.04 mg/g (Figure 1).
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Figure 1 %Removal in respect to time for biochars prepared at different temperatures.
Effect of Varying Conditions in the Batch Study System

For the study of variation in adsorbent dose, other parameters were kept constant as 20 mg/L initial dye
concentration, 30°C temperature, and 130 rpm agitation speed. The experimental doses were considered as 0.5 g/L, 1
g/L, and 2 g/L. Results showed that when the dose was 0.5 g/L, the removal efficiency was 87.219%. After increasing
the amount of dose from 0.5 g/L to 1 g/L and 2 g/L, the removal percentage increased to 98.506% and 99.730%
respectively (Figure 2). It is obvious from the obtained results that the increasing amount of adsorbent dose is
directly proportional to removal percentage as the number of available active sites for effective adsorption on the
surface of activated carbon ACLB increased with increasing dose. Hence the optimization of effective adsorbent dose
was evaluated by this study and the optimum dose for further experiments was taken as 1 g/L.

To study the variation of initial concentration of Methylene Blue dye in the batch study, 4 different concentrations
were taken as 10 mg/L, 20 mg/L, 40 mg/L, and 80 mg/L. Other experimental conditions were 1 g/L adsorbent dose,
30°C temperature, and 130 rpm agitation speed. On increasing the initial dye concentration, the number of adsorbate
molecules in the experimental solution was raised but the constant adsorbent amount in each case provided similar
active sites for the adsorption on its surface. As a result, the highest removal percentage decreased from 99.924% to
87.059% for 10 mg/L and 80 mg/L initial dye concentrations respectively (Figure 3).
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Figure 2 Result of varying adsorbent dose study by ACLB
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Figure 3 Result of varying initial dye concentration study by ACLB.

For the contact time study, the samples were collected every 15 mins for 1 hr. As increasing contact time of the study
provided more possibilities and duration for the adsorption of dye molecules on the ACLB adsorbents, the results
showed increasement from 88.174% to 98.506% after 1 hr of study.

To evaluate the effect of temperature on the adsorption of methylene blue by ACLB adsorbent, three different
temperatures (20°C, 30°C, 40°C) were taken for the experiment. The results showed that at a lower temperature, the
removal was 98.309% and at a higher temperature the removal was better and the efficiency was 99.957%.

For the varying agitation speeds of 100 rpm, 130 rpm, and 160 rpm, the adsorptive removal trend showed an
increment from 97.721% to 99.496% with increasing order of the speed. Other constant conditions were 1 g/L
adsorbent dose, 20 mg/L dye concentration, and 30°C temperature.

CONCLUSION

Industrialization in recent decades has exposed the threat of xenobiotic pollution to living beings. Methylene Blue
being a cationic dye has several adverse effects on the environment. It is released in the water system with different
industrial effluents and needs to be treated effectively before human consumption. The use of biochar and activated
carbon as adsorbents for the removal of Methylene Blue dye has many research instances. In this study, the waste leaf
biomass of Polyalthialongifolia was utilized to prepare biochar and activated carbon. The prepared biochar at 485°C
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executed the highest removal efficiency. Activated carbon synthesized from this biochar demonstrated high
adsorption efficiencies in all varying parameters of the batch study. The highest removal was 99.957% when the
conditions were 1g/L adsorbent dose, 20 mg/L initial dye concentration, 40°C temperature, and 130 agitation speed.
All the results indicated that the activated carbon produced from Polyalthialongifolia leaves is a well-effective,
ecofriendly, and sustainable adsorbent.
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Abstract: Phytoremediation is a promising, sustainable strategy to reduce indoor air pollution by utilizing houseplants to absorb,
break down, or sequester airborne pollutants. Plants such as Sansevieria trifasciata (snake plant), Tulsi( the holy basil),
Chlorophytum comosum (spider plant), and Epipremnum aureum (money plant) have been studied for their ability to remove
harmful volatile organic compounds (VOCs) like formaldehyde, benzene, and xylene. These plants absorb pollutants through their
leaves and roots, while microorganisms in the soil contribute to the breakdown of these compounds. However, the efficiency of
phytoremediation varies based on the number of plants, species used, and environmental factors. The present research aims to
bring forth a cost effective and natural mechanism to curtail the harmful effects of air pollutants in indoor environments like
offices, households etc. The study was carried out for a period of one month duration with different plant varieties. The results
show an average of 70-80% reduction in total pollutants.

Keywords: Phytoremediation, Volatile Organic Compounds (VOC), Air Pollutants; Air Purification, Indoor Plants; Particulate
Matter (PM)

INTRODUCTION

Air pollution, particularly indoors, poses a serious threat to human health, with pollutants like volatile organic
compounds (VOCs), carbon monoxide, and particulate matter infiltrating homes from various sources. These
pollutants contribute to respiratory diseases, allergies, and other health complications. Traditional methods for
improving indoor air quality, such as ventilation and air purifiers, have their limitations in effectiveness and
environmental sustainability. An emerging, eco-friendly solution to this issue is phytoremediation—the use of plants
to naturally purify air by absorbing, filtering, and breaking down contaminants through their leaves, roots, and
associated microorganisms[3,4,6,11].

A survey by the American Lung Association found that many people underestimate indoor air pollution, with over
50% unaware that indoor air can be more polluted than outdoor air.Research, such as NASA's Clean Air Study, has
demonstrated the potential of common houseplants to remove up to 90% of indoor air pollutants like formaldehyde,
benzene, and trichloroethylene under controlled conditions(NASA Technical Reports Server)[1]. Plants such as the
snake plant ,tulsi, areca palm ,spider plant and peace lily have shown remarkable efficiency in absorbing harmful
chemicals while improving oxygen levels. Additionally, more recent studies have explored the use of microalgae and
biofilters in enhancing the air purification potential of indoor plants[2].

The growing awareness of phytoremediation’s benefits has led to its adoption in homes, offices, and urban
environments as a simple, low-maintenance strategy for reducing indoor pollution[7,8]. However, its real-world
effectiveness depends on several factors, including the types of plants used, the number of plants, and environmental
conditions. This article explores how phytoremediation works, the types of plants best suited for air purification, and
the potential of this green solution to reduce indoor air pollution, promoting healthier living spaces.

BACKGROUNDAND MOTIVATION

Air pollution is a significant environmental issue that affects health, ecosystems, and climate. It can result from
various sources, including vehicle emissions, industrial processes, agriculture, and natural events like wildfires[10].
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As per World Health Organization (WHO), indoor air pollution primarily due to cooking with solid fuels is
responsible for about 4 million premature deaths each year. The EPA estimates that indoor air can be 2 to 5 times
more polluted than outdoor air, sometimes even higher.

Common Air Pollutants

Particulate Matter (PM): Tiny particles that can penetrate the respiratory system, causing health problems[9].
Nitrogen Oxides (NOy): Gases produced from burning fuel, contributing to smog and respiratory issues.

Sulfur Dioxide (SO,): Emitted from burning fossil fuels, leading to acid rain and respiratory problems.

Carbon Monoxide (CO): A gas formed from incomplete combustion of carbon-containing fuels.

Volatile Organic Compounds (VOCs): Organic chemicals that evaporate and contribute to smog formation.
Particulate Matter (PM): Cooking, especially with gas stoves, can increase PM levels indoors. Research indicates
that gas cooking can elevate PM levels significantly, with some homes showing levels exceeding recommended
limits[9].

Sk W=

How Indoor Plants Purify Air

Using indoor plants for air purification is an appealing and natural way to enhance indoor air quality. Many
houseplants can absorb pollutants and improve air conditions. Here’s how they work and some effective options:

1. Photosynthesis: Plants absorb carbon dioxide and release oxygen, which improves air quality.
Absorption of Pollutants: Certain plants can take up volatile organic compounds (VOCs) and other toxins
through their leaves and roots.

3. Transpiration: As plants release moisture, they can help maintain humidity levels, which can improve comfort
and air quality.

Sources of Indoor Pollution

1. Cooking: A study found that cooking (especially frying) can increase indoor PM2.5 levels, sometimes to levels
comparable to those found in urban air pollution[9].

2. Household Products: Cleaning products and personal care items can emit harmful chemicals. For example, air
fresheners can release chemicals like phthalates, which are linked to respiratory issues.

3. Mold and Dust: Poor ventilation and humidity can lead to mold growth, which can impact health, particularly for
those with allergies or asthma.

Health Impacts

Exposure to indoor air pollutants is linked to respiratory diseases, cardiovascular problems, and even cancer. For
instance, long-term exposure to high levels of indoor PM2.5 can increase the risk of heart disease[9].

Indoor air pollution can lead to a wide range of health issues, particularly affecting the respiratory system and overall
well-being. The most common diseases and health conditions caused by indoor air pollution include: Respiratory
Diseases like Asthma, Lung Infections, Chronic Obstructive Pulmonary Disease, Cardiovascular Diseases like Heart
Disease and Hypertension, Cancers like Lung Cancer and Bladder and Nasal Cancer, Allergic Reactions and
Conditions like Allergic Rhinitis and Skin Irritation, Neurological and Cognitive Effects like Headaches, Dizziness,
and Fatigue.

METHODOLOGY

In the present study few indoor plants like Tulsi, Spider plant, Peace lily, Money plant were used that gives good
ambience and in turn purifies the air also. These plants were used for a period of one month. Before and after air
quality was tested which showed a huge difference in the PM levels.

The technique of phytoremediation has five general pathways , phytoextraction, phytostabilization,
phytovolatilization, phytotransformation and phytofiltration. These help in purifying the air in an indoor space.
Overall process followed is shown in Figure 1.
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Figure 1 Process followed for air purification using phytoremediation

Table 1 Pollutants removed and %purification done by various Plants

Plant Name

Pollutants Removed

% Purification of Air

Spider Plant

Formaldehyde, Carbon Monoxide, Xylene

Up to 90% for formaldehyde over 24
hours

Snake Plant

Benzene, Formaldehyde, Trichloroethylene, Xylene

50-87% for VOCs like formaldehyde

Peace Lily Benzene, Formaldehyde, Trichloroethylene, Ammonia | Up to 60% VOCs

Aloe Vera Formaldehyde, Benzene Approximately 50% VOCs
English Ivy Formaldehyde, Benzene, Xylene, Toluene Up to 78% mold and VOCs
Bamboo Palm Formaldehyde, Benzene, Trichloroethylene 40-60% VOCs

Money Plant Formaldehyde, Benzene, Carbon Monoxide 50-60% VOCs

Boston Fern

Formaldehyde, Xylene

Up to 80% formaldehyde

Tulsi (Holy

Carbon Dioxide (CO,), Carbon Monoxide (CO),

Approx. 20-30% CO, and VOCs

Basil) VOCs

Areca Palm Toluene, Xylene, Carbon Dioxide (CO,) 50-60% VOCs

Rubber Plant Formaldehyde 50-70% formaldehyde
RESULTS

The level of pollutants before and after Phytoremediation were evaluated.

Before Phytoremediation

1. VOC Levels (e.g., formaldehyde, benzene): Formaldehyde levelrange was 0.03 to 0.15 parts per million (ppm),

while benzene and other VOCs between 0.002 to 0.02 ppm.
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2. CO, Levels: CO, range between 400 to 1,000 parts per million (ppm).
3. Particulate Matter (PM2.5): PM2.5 levels in indoor environments was in between 10 to 30 pg/m?

After Phytoremediation

1. VOC: level reduced by up to 50-90% over a period of weeks. For example, formaldehyde levels dropped from
0.1 ppm to 0.02-0.05 ppm.

2. CO, :Reduced by 10-25

3. Particulate Matter (PM2.5): 20-30% decrease in PM2.5

CONCLUSION

Phytoremediation offers a natural, sustainable solution for reducing indoor air pollution, making it an
attractive alternative to mechanical air purification systems. Through the absorption and breakdown of
airborne pollutants like volatile organic compounds (vocs), carbon dioxide (CO,), and particulate matter,
plants such as the snake plant, spider plant, and peace lily contribute to healthier indoor environments. Results
show that before Phytoremediation the VOCs was 0.1 ppm formaldehyde while after Phytoremediation it was
0.02-0.05 ppm formaldehyde (70-80% reduction).CO, also 800 ppm before was reduced to 600-700 ppm (10-
25% reduction).

While not a replacement for traditional ventilation and air purifiers, phytoremediation can complement these
systems by continuously improving air quality without energy consumption. However, its effectiveness is
influenced by factors such as plant type, quantity, and environmental conditions, suggesting the need for
further real-world research. Integrating air-purifying plants into living spaces offers a low-cost, eco-friendly
approach to reducing air pollution, ultimately enhancing health and well-being. Further research is needed to
quantify the real-world effectiveness of this approach in diverse residential settings.
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Impact of Metrological Parameters on Tea Yield in Assam (India)

Chiranjit Bhowmik'*’, Paritosh Bhattacharya®, Umesh Mishra’ & J K Mani*

123 National Institute of Technology, Agartala
4 Scientist, Department of Space, Government of India

P4 chiranjit04029 1 @gmail.com

Abstract: India, specifically the northeastern part, is one of the top contributors to the growth and supply of tea across the world.
To achieve a high yield of good quality tea in the tea gardens controlling various auxiliary parameters are of utmost significance.
A model of how crops react to weather is necessary to predict the potential impacts of climate change on crop output. Utilizing
different models techniques that have been trained on past yields and some standardized meteorological parameters, such as
maximum and minimum temperature, rainfall, mean wind speed, sunshine hour, mean Evaporation etc. In order to achieve above-
mentioned goal various parameters from the year 2010 to 2021 has been collected from (Borshilla, Borkatonee, Koombar and
Tezpur) and analyzed in this paper using statistical & schematic modeling. It seemed that climate conditions had a significant
impact on tea production. The four Assamese tea-growing regions' total rainfall, sunshine duration, maximum temperature,
minimum temperatures have a major impact on tea produced. Among the statistical models, Time series Analysis and MLR models
produced the best fits for monthly yields, probably indicates that the multivariate time series models may be better suited for
expressing the short-term variations and long-term variations in the time series.
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Abstract: This article deals with the activities of human beings towards harnessing the huge water resources as well as saving
them from devastating floods. Saving the peoples & properties from devastating floods definitively comes under a major activity of
Disaster Management and all major dams play a very important role in mitigation through moderation of huge inflows.
Construction of dams across a river started in the world from the ancient ages and with the result the world has created about
57000 major dams where India stands in 3rd position in the World with about 6000 or more major dams. Dams are assets of our
country, and some are very old and serving the nation for last 50-60 years to a great extent. Many steps were earlier taken by the
Govt of India in ensuring the safety & maintenance aspects of dams. But in the recent years, with the initiative of Ministry of Jal
shakti ( Central water Commission), enactment of Dam Safety Act-2021 has been possible and the whole scenario has been
changed and it has now become mandatory by all dam owners (generally States) to ensure the safety & proper maintenance of
dams being operated by them. Further with the start of Dam Rehabilitation & Improvement Project (DRIP) in association with
World Bank, funds have been arranged by Govt. of India for a large scale maintenance & ensuring all safety aspects of some of
the major dams of our country.

So, in this article most of the aspects of Dam safety act and DRIP project in phases (Phase-1 completed in 2021) has been
highlighted. Presently, under DRIP-1I & Il projects ( duration 10 years), about 19 states and 3 Central agencies are participating
(considered 736 dams). This article also highlighted some of the important issues or ground realities being faced by dam Owners
in implementation of the DRIP scheme as per the guidelines of Central water Commission & World Bank.

1t is really a very welcome approach of Ministry of Jal Shakti & Ministry of Water Resources & Ganga Rejuvenation, Government
of India for realising the necessity of such activities with not only the enactment of Dam Safety Act, but taken up a large scale
project DRIP for its implementation.

Keywords: Dam Safety Act; DRIP; CPMU; SPMU; NHP; RTDAS; RTDSS
INTRODUCTION
Civilisation with Water & Role of Dams

Under this chapter basically described the gradual growth of human beings through various civilisation along the
banks of rivers with construction of dams across rivers basically to moderate floods and harnessing the water
resources for drinking purpose & food production all over the world including our country.

This chapter also elaborate the history of construction of dams across rivers is very old as demand of people increases
many folds with the population rise. Severe draughts with scarcity of water & lack of food production were the main
reasons behind the construction of dams. Here name of some of the oldest dams have also been mentioned. Here it
has also been mentioned how & why the demand of water & dams increased gradually due to population growth.

Scenario during Before & after Independence of India

This chapter describes some of activities & initiatives taken up by Government before and just after the
independence. It also highlights some of the names of river valley projects constituted during the period. Role of
DVC in Nation building in last 70 years converting a river of sorrow to river of prosperity i.e. Damodar and always
made a point of interesting discussion in social media during flood periods. A very few points on this issue will be
discussed in the paper.
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Role of Government of India

This chapter basically elaborates the role of Govt after the independence and problems faced with due to the floods &
sharing of water in our country with respect to many rivers. The reasons of non- resolving the issues were also
highlighted.

Dam Safety Act-2021

This chapter elaborates the earlier bodies constituted and finally the enactment of Dam Safety Act-2021. Here some
of the provisions of Dam safety Act has been elaborated with introduction of projects like Dam Rehabilitation &
Improvement Project (DRIP) & National Hydrology Project (NHP) brought by the Ministry of Jal Shakti, Govt, of
India. The purpose of these projects were highlighted in this chapter a glimpse is those points are as below:

Implementation of DRIP Project- Components
As stated above the DRIP, Phase-I had the following main components:

Component-I — Rehabilitation of dams and Associated Appurtenances — Direct repair & rehabilitation of dam &
associated all structures as per the guidelines of World Bank & CWC

Component-II — Dam Safety Institutional Strengthening — This included customised trainings, capacity building of
Academic Institutions, preparation of guidelines & Manuals, DHARMA, SHAISYS, Logistic support to various DSO
(Dam safety Organisations), Dam Safety Conferences.

Component-III — Project Management — Support SPMU for activities related to procurement of goods and
services, Consultancy services, Operating Costs, Outsourcing of support staff, Payment of audit fees, Office expenses
such as purchase of computers, printers, office stationary etc., Expenses towards meetings, Miscellaneous expenses.

Under DRIP-Phase-II & III ( 2021-2031); One more component has been added as —“Incidental revenue Generation
for Sustainable operation and maintenance of dams” as Component-III other components are similar in nature
keeping Project Management as Component-1V.

METHODOLOGY
Process of Implementation of DRIP Project by a Dam Owner

Under this chapter the entire process of DRIP were elaborately explained considering the provisions of Dam safety
Act & roles of different agencies. Some are as below:

As per the provision under Dam Safety Act, formation of a “State Project Monitoring Unit (SPMU)” by dam owner is
mandatory, which will choose the dams to be considered under DRIP and names of such dams are sent to “Central
Project Monitoring Unit (CPMU)” with the request for inclusion into DRIP.

After the confirmation of inclusion of any dam or a number of dams, the process of work implementation under DRIP
by Dam Owner have been elaborately explained in a sequential manner as under:

1) Formation of a Dam Safety Review Panel (DSRP) from the list of experts as finalised under Dam Safety Act and
complete the process of formation of a DSRP by SPMU.

2) On request of SPMU, DSRP team visit the specific dam or dams for physical inspection at site along with the
representatives of SPMU. All available data report, design & drawings etc. are to be submitted to SDRP by
SPMU in advance. A preliminary report of DSRP is submitted initially and finally after some studies such as
flood review, etc. final report is submitted by DSRP.
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RESULTS
Issues Related to Implementation of DRIP — Some Ground Realities

Under this chapter the ground realities facing in actual implementation of this project DRIP by various agencies at
different levels have been highlighted. Some are as below:

The issues have been identified and faced as per the experience gathered in the execution of DRIP-I project & later on
in DRIP-II & III projects. Some of the issues are as under:

1) Availability of data: In most of the old dams practically no or very less data are available related to its design &
drawings, not only historical but even the current rainfall & run-off data, sedimentation survey data, maps of
catchment, the very purpose of creating dams with project reports etc. are not available. Data related to present
& future demand & supply of water, past inflow flood intercepted & controlled etc. are also not available in
many dams. Therefore in most of the cases reverse engineering become necessary. As it becomes a very difficult
task by SPMU, it should be included as part of DRIP project.

2) In maintaining the above sequence of activities it becomes very difficult for SPMU to submit even initial PST, as
it involves a lot of money in carrying out investigations as recommended by DSRP & reverse engineering etc.
Therefore, many incomplete PSTs are initially submitted without following the above sequencing and demands
are placed for incurring expenditures towards investigation & all studies, health check up etc. So it will be easier
if the phases of PSTs are allowed to be submitted under DRIP as one initial PST ( including the cost of studies &
investigations) with basic data as per availability and then final PST completing all recommended studies &
investigations. CPMU & World bank may help in this regard.

JHARKHAND STATE

NAME OF THE DAM PROPOSED DAM

1 MAITHON 8 BALPAHARI

2 PANCHET 9 BOKARO :

3 TILAIYA 10 BERMO £ ) WEST BENGAL STATE
4 KONAR -,

5 TENUGHAT BARRAGE ~

6 CHHARWA 11 DURGAPUR

7 GONDA MAP OF THE DAMODAR VALLEY

Three Major DVC Dams — Maithon, Panchet & Konar Completed under DRIP-I in 2021
CONCLUSION
Final Conclusion as in the original document are placed here exactly as below:

So now after completing DRIP-I project successfully and trained many officials of SPMU, inclusion of a large
number of technical institutions (IITs, & NITs), CSMRS, CWPRS etc. it is felt that such above mentioned situations
will not arise in future in DRIP-II & III projects, if the above sequencing is followed by SPMU with the help of
CPMU & their team with the experts of new EMC-SMEC-STUCKY.
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De-Centralisation in CPMU & opening of regional offices at various places to review the activities in details of a vast
no. of dams i.e. 736 all over India was a very welcome decision of the CWC, Ministry of Jal Shakti. Therefore,
frequent inspection of CS/QA experts of EMC of CPMU posted at regional centres near to the dam sites will be
possible as are very much necessary to maintain a good quality of work, following the proper construction
methodology, technical specifications & guidelines. It must be remembered that such works in dams are being taken
up by the Govt. of India with the involvement of huge funds, even after 50 years of commissioning of old dams and
may not be taken up frequently in such a vast scale.

Role of Central Water Commission (CWC) under Ministry of Jal Shakti & Ministry of Water Resources & Ganga
Rejuvenation, Government of India, are really appreciable and were the force behind the enactment of “Dam Safety
Act”. The enactment of Dam Safety Bill and start of DRIP project are really some extraordinary attempts taken up by
the Govt. of India in saving and utilising our great assets dams & barrages, which are serving our nation over the
years and such attempts will increase the life of these assets in future and people will be benefitted in many ways
including moderation of huge devastating floods.

But we have long way to go further, as under DRIP project till now only 959 dams have been considered, where